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#### Abstract

The task of recovering a low-rank matrix given an incomplete matrix, also termed as matrix completion, arises in various applications. Methods for matrix completion can be classified into linear and nonlinear approaches. Despite the fact that the linear model provides basic theories ensuring restoring the missing entries with high probability, it has an obvious limitation that latent factors are restricted in the linear subspace. Thus, the nonlinear model has been suggested, which is mainly performed using neural networks. In this paper, a novel and interpretable neural network is developed for matrix completion. Different from existing neural networks whose structure is created by empirical design, the proposed version is devised via unfolding the matrix factorization formulation. Specifically, the two factors decomposed by matrix factorization construct the two branches of the suggested neural network, called bi-branch neural network (BiBNN). The row and column indices of each entry are considered as the input of the BiBNN, while its output is the estimated value of the entry. The training procedure aims to minimize the fitting error between all observed entries and their predicted values and then the unknown entries are estimated by inputting their coordinates into the trained network. The BiBNN is compared with state-of-the-art methods, including linear and nonlinear models, in processing synthetic data, image inpainting, and recommender system. Experimental results demonstrate that the BiBNN is superior to the existing approaches in terms of restoration accuracy.
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## 1. Introduction

Matrix completion refers to predicting the unknown entries in an incomplete matrix using the low-rank property [1,2] and has been widely applied to various fields, such as image inpainting [3,4,55], recommender system [5,6], traffic sensing [7], system identification [8], target estimation [56] and multi-label image classification $[9,10]$. This is because lots of real-world data can be represented/approximated as low-rank matrices. For example, in recommender system, the user and item identity numbers are formulated as row and column indices of the matrix. Besides, since a customer does not rate all products in general, the matrix is incomplete. Moreover, the latent complete matrix is of low rank as the types of users and items are much less than the numbers of customers and products.

Over the past few years, numerous algorithms for matrix completion have been proposed, which can be classified into two cat-

[^0]egories: linear [11-21] and nonlinear models [22-27]. The linear model is the precursor and mainstay since it provides the basic theories that the missing entries of the incomplete matrix could be exactly restored with high probability under certain conditions [1,2]. In accordance with the linear model, matrix completion is formulated as a rank minimization problem subject to the constraint that the recovered entries are equal to the known elements in the observation set [2]. Since minimizing rank function is an NP-hard problem, practical methods try to handle its substitute. One efficient strategy is to convert the rank function as a constraint and then tackle the resultant problem. The representative methods involve singular value projection (SVP) [12], normalized iterative hard thresholding (NIHT) [13] and alternating projection (AP) [14]. Both SVP and NIHT are designed for noise free or Gaussian noise cases, while AP is able to deal with the data contaminated by impulsive noise. Since these approaches require computing truncated singular value decomposition (SVD), the selection of rank is a critical issue for their performance. Another scheme is to replace the rank function with the nuclear norm that has been proven being a convex envelop of the rank function [28]. Based on the nuclear norm, various algorithms have been developed, including singular value thresholding (SVT) [15], accelerated proximal gradient (APG) [16] and fixed point contin-
uation (FPC) [17]. Compared with the first strategy, the nuclear norm based methods need to perform full SVD and thus their computational complexity is higher. In addition, since the nuclear norm is equivalent to the sum of all singular values, it is slack relaxation to adopt the nuclear norm instead of the rank function, resulting in a seriously deviated solution from the ground truth. To tackle this issue, truncated nuclear norm regularization (TNNR) [18] suggests minimizing the remaining singular values after subtracting the largest ones from all singular values. Besides, Gu et al. [19] propose a weighted nuclear norm that assigns different weights to the whole singular values. Moreover, Schatten $p$-norm with $p \in(0,1]$ is developed to replace the nuclear norm $[29,30]$. When $p=1$, Schatten $p$-norm is equal to the nuclear norm, while it becomes the strict envelope of the rank function at $p \rightarrow 0$. It is worth noting that matrix completion schemes based on these improved norms still require computing SVD. Although they do not need to set an appropriate rank, the rank of the objective matrix is still affected by a user-defined regularization parameter.

One prevalent way to circumvent the time-consuming SVD is to adopt matrix factorization technique which decomposes the objective matrix into two small-size matrices and then substitute their product for the large-size matrix. Based on the idea of the matrix factorization, subspace evolution and transfer (SET) [31], low-rank matrix fitting (LMaFit) [20], alternating minimization (AltMinComplete) [21] and proximal alternating minimization (PAM) [32] are developed. Compared with SET, LMaFit, and AltMinComplete, PAM is able to converge to a second-order stationary point under some mild conditions with two randomly initialized small-size matrices. The main challenge of this strategy is to select the best rank since the performance depends on the adopted rank. To deal with this issue, rank-one matrix pursuing technique is considered, including orthogonal rank-one matrix pursuit (OR1MP) [33] and economic OR1MP (EOR1MP) [34], adaptive basis selection strategy (ABSS) [35] and $\ell_{1}$-norm regularized rank-one matrix completion (L1MC) [36]. Herein, the objective matrix is decomposed into a sum of rank-one matrices, and the number of rank-one matrices is determined by a user-defined accuracy threshold.

Although the linear model has achieved excellent performance in many applications, it has an obvious limitation that the latent factors are restricted in the linear subspace, resulting in a small feasible region. The superiority of the nonlinear model over the linear one has been demonstrated in emotion recognition [24], image inpainting [26], collaborative filtering [37] and multi-label and multi-class classification [38]. One simple method for nonlinear matrix completion is to leverage a nonlinear kernel $[23,24,39,40]$, which projects the data into a linear space via a nonlinear kernel and then performs matrix completion in the linear space. Although this strategy is easy to implement, the adopted kernel needs to design elaborately.

Another technique is to utilize neural networks since the activation function is able to represent the nonlinear relationship. Li and Wang propose an adaptive and implicit regularization neural network (AIR-Net) for nonlinear matrix completion [41]. Despite the good performance of the AIR-Net on image inpainting in the absence of noise, it can only handle square matrices, that is, its applicability is significantly restricted. Besides, Fan and Chow suggest an autoencoder based network where a series of autoencoders is trained sequentially using the observed entries and then all individual autoencoders are stacked together as a deep autoencoder for predicting missing entries after fine-tuning [42]. Thereafter, an improved neural network, termed as deep matrix factorization (DMF), is developed [43]. Compared with the autoencoder based network, DMF utilizes the matrix factorization scheme to design a deep neural network without the encoder procedure wherein the in-
put and output are the low-dimensional unknown latent and partially known variables, respectively. It is well known that overfitting is a common issue for neural networks. To avoid this problem, Mercier and Uysal propose adopting Bayesian regularization and early-stopping strategy to improve the neural network performance [44]. In addition, a one-layer neural network based on nonlinear inductive matrix completion is suggested for recommender system where the predicted rating is modeled as an inner product of the two projected user and item feature vectors on the latent space [25]. Furthermore, it is verified that the neural network using the low-rank property is more effective than general neural networks [25]. Moreover, patch-based nonlinear matrix completion (PNMC) utilizes convolutional neural networks [26] via dividing the observed matrix into small-size patches. The small-patch strategy of the PNMC is shown to be able to efficiently exploit the locality among adjacent entries, and reduce the size of the deep neural network. Convolutional neural tangent kernel (CNTK) develops an infinite width neural network based on the tangent kernel and achieves good performance on image inpainting in the noiseless condition [45]. However, its memory cost is extremely high, e.g., creating a kernel for processing a $349 \times 366$ matrix requires more than 60 GiB memory. On the other hand, some works leverage graph theory to design neural networks for matrix completion based recommender system [27,46-48] where users and items are represented as graphs.

Although the above-mentioned neural network based methods attain satisfying performance, their network structures cannot be interpreted, that is, the architecture is created by empirical design. For instance, the objective matrix is decomposed into two smallsize matrices in [42,43], but the recovered matrix is still full rank. Besides, AIR-Net, PNMC, and CNTK do not leverage the low-rank property and thus it is difficult to explain why they can recover the missing entries in theory.

In this paper, we devise a bi-branch neural network using fullyconnected layers for nonlinear matrix completion and term it as BiBNN. The BiBNN is designed exploiting matrix factorization unfolding in which one branch denotes a factorized component. In addition, the dimensions of the last hidden layer are controlled to attain the desired rank. Moreover, the processing target of the proposed neural network is individual entry instead of the entire incomplete matrix. Specifically, one element and its coordinates are considered as the output and input of the BiBNN, respectively. As usual, the activation function between two successive hidden layers is used to introduce nonlinearity. Our main contributions are summarized as:

1. We design a fully-connected neural network via unfolding matrix factorization formulation to address matrix completion such that the BiBNN can be interpreted.
2. The computational and space complexities of the BiBNN are analyzed. In addition, we prove that the proposed neural network solving by gradient descent is convergent.
3. The proposed BiBNN exhibits better performance than several state-of-the-art methods, including linear and nonlinear models, in processing synthetic and real-world data, viz. images and recommender system.

The manuscript is outlined as follows. In Section 2, the matrix completion problem is formulated, and the matrix factorization scheme is reviewed. Besides, a similar neural network is introduced for comparing with our BiBNN. The BiBNN for matrix completion is derived in Section 3.

Empirical evaluation of the developed neural network using both synthetic and real-world data is provided in Section 4 to demonstrate its superiority over seven existing approaches in terms of recovery accuracy. Finally, Section 5 provides concluding remarks.

## 2. Problem formulation and related works

### 2.1. Matrix completion formulation

Let $X_{\Omega} \in \mathbb{R}^{m \times n}$ be an observed matrix with missing entries wherein $X_{\Omega}$ indicates that $X$ projects on the binary matrix $\Omega \in$ $\mathbb{R}^{m \times n}$, comprised of 0 and 1 , which corresponds to unobserved and observed elements, respectively, resulting in
$\left(\boldsymbol{X}_{\Omega}\right)_{i, j}=\left\{\begin{array}{cc}x_{i, j}, & \text { if } \Omega_{i, j}=1 \\ 0, & \text { otherwise } .\end{array}\right.$
where $\left(\boldsymbol{X}_{\Omega}\right)_{i, j}$ is the ( $i, j$ ) entry of $\boldsymbol{X}_{\Omega}$. Conceptually, matrix completion is formulated as a rank minimization problem [2]
$\min _{\boldsymbol{M}} \operatorname{rank}(\boldsymbol{M})$ s.t. $\boldsymbol{X}_{\Omega}=\boldsymbol{M}_{\Omega}$,
that is, the matrix completion aims to seek $M \in \mathbb{R}^{m \times n}$ with the minimum rank under the condition that the elements of the restored and observed matrices in the observation set are equal. Unfortunately, (2) is an NP-hard problem since the rank function is both nonconvex and discrete. A feasible strategy is to substitute the rank function with the nuclear norm [12-14], corresponding to the following optimization problem
$\min _{\boldsymbol{M}}\|\boldsymbol{M}\|_{*}$ s.t. $\boldsymbol{X}_{\Omega}=\boldsymbol{M}_{\Omega}$,
where $\|\boldsymbol{M}\|_{*}$ is the nuclear norm which equals the sum of all singular values of $\boldsymbol{M}$. Since SVD is performed in each iteration to solve (3), the computational complexity is high, especially for big matrices.

Another prevailing method is to exploit the matrix factorization technique which decomposes the objective matrix $\boldsymbol{M}$ into two small-size matrices using the prior rank information, leading to
$\min _{U, V}\left\|\left(\boldsymbol{U} \boldsymbol{V}^{T}\right)_{\Omega}-\boldsymbol{X}_{\Omega}\right\|_{F}^{2}$,
where $(\cdot)^{T}$ signifies the transpose operator, $\|\cdot\|_{F}$ denotes the Frobenius norm, $\boldsymbol{U} \in \mathbb{R}^{m \times r}$ and $\boldsymbol{V} \in \mathbb{R}^{n \times r}$. Herein, $r$ is the rank of the objective matrix. For the situation of unknown rank, we provide a strategy to estimate its value, which is introduced in the next section. Since (4) avoids computing SVD, the methods to handle (4) have much lower computational complexity than those for (3). After seeking $\boldsymbol{U}$ and $\boldsymbol{V}$, the target matrix can be determined as $\boldsymbol{M}=\boldsymbol{U} \boldsymbol{V}^{T}$.

### 2.2. Previous works

It is worth mentioning that a two-stream neural network has been developed for nonlinear matrix completion, termed as neural matrix completion (NMC) [49]. Its architecture is designed based on the following formulation
$m_{i, j}=f\left(\boldsymbol{r}_{i}^{T}, \boldsymbol{c}_{j}\right)$,
where $\boldsymbol{r}_{i}^{T} \in \mathbb{R}^{m}$ and $\boldsymbol{c}_{j} \in \mathbb{R}^{n}$ represent the $i$ th row and $j$ th column of $M$, respectively. Specifically, $\boldsymbol{r}_{i}$ and $\boldsymbol{c}_{j}$ are the inputs of the two branches of NMC, and the outputs of two streams are $\boldsymbol{a}_{i} \in \mathbb{R}^{r}$ and $\boldsymbol{b}_{j} \in \mathbb{R}^{r}$, respectively. The neural network structure of the two branches consists of several fully-connected layers. Furthermore, the output of NMC neural network is $m_{i, j}$, calculated by
$m_{i, j}=\frac{\boldsymbol{a}_{i}^{T} \boldsymbol{b}_{j}}{\left\|\boldsymbol{a}_{i}\right\|_{2}\left\|\boldsymbol{b}_{j}\right\|_{2}}$,
where $\|\cdot\|_{2}$ denotes the $\ell_{2}$-norm. The training data are all observed entries $x_{i, j}$ with $\Omega_{i, j}=1$, and then $x_{i, j}$ with $\Omega_{i, j}=0$ is predicted by the trained neural network. Although its performance is satisfactory, it is difficult to explain why $m_{i, j}$ can be predicted using $\boldsymbol{r}_{i}$ and $\boldsymbol{c}_{j}$ that are the $i$ th row and $j$ th column of the incomplete matrix, respectively.

## 3. Bi-Branch neural network

In this section, we design the BiBNN using the unfolding method that unrolls an iterative optimization algorithm to a neural network hierarchical architecture. Moreover, the convergence and complexity of the BiBNN are discussed.

### 3.1. Structure design

Prior to presenting the neural network, we introduce a set $\Phi$ involving the coordinates of the known entries in $\boldsymbol{X}_{\Omega}$, defined as
$\Phi=\left\{(i, j) \mid \Omega_{i, j}=1\right\}$.
Then, we use $\Phi$ to reformulate (4) as scalar form:
$\min _{\boldsymbol{U}, \boldsymbol{V}} \sum_{(i, j) \in \Phi}\left(\left(\boldsymbol{U} \boldsymbol{V}^{T}\right)_{i, j}-x_{i, j}\right)^{2}$.
In accordance with the matrix multiplication, we know that the $(i, j)$ entry of $\boldsymbol{U} \boldsymbol{V}^{T}$ is equal to the product between the $i$ th row of $\boldsymbol{U}$ and $j$ th row of $\boldsymbol{V}$ that are signified by $\boldsymbol{u}_{i}^{T}$ and $\boldsymbol{\nu}_{i}^{T}$, respectively. By the representation of $m_{i, j}=\boldsymbol{u}_{i}^{T} \boldsymbol{v}_{j}$, (8) is re-expressed as
$\min _{\boldsymbol{u}_{i}, \boldsymbol{v}_{j}} \sum_{(i, j) \in \Phi}\left(m_{i, j}-x_{i, j}\right)^{2}$ s.t. $m_{i, j}=\boldsymbol{u}_{i}^{T} \boldsymbol{v}_{j}$.
To clearly describe the network structure by making use of mathematical representation, we introduce two auxiliary parameters, namely, $\boldsymbol{\alpha}_{i} \in \mathbb{R}^{m}$ with $i \in[1, m]$ and $\boldsymbol{\beta}_{j} \in \mathbb{R}^{n}$ with $j \in[1, n]$. As basis vectors, only the $i$ th and $j$ th entries of $\boldsymbol{\alpha}_{i}$ and $\boldsymbol{\beta}_{j}$ are equal to 1 , while the other elements are 0 . In other words, $\boldsymbol{\alpha}_{i}$ and $\boldsymbol{\beta}_{j}$ indicate the location of $m_{i, j}$ in $\boldsymbol{M}$. Employing $\boldsymbol{\alpha}_{i}$ and $\boldsymbol{\beta}_{j}, m_{i, j}$ is rewritten as
$m_{i, j}=\left(\boldsymbol{U}^{T} \boldsymbol{\alpha}_{i}\right)^{T}\left(\boldsymbol{V}^{T} \boldsymbol{\beta}_{j}\right)$.
Then, we plug (10) into (9) to obtain
$\min _{\boldsymbol{U}, V} \sum_{(i, j) \in \Phi}\left(\left(\boldsymbol{U}^{T} \boldsymbol{\alpha}_{i}\right)^{T}\left(\boldsymbol{V}^{T} \boldsymbol{\beta}_{j}\right)-x_{i, j}\right)^{2}$.
We first consider unfolding (11) to construct a one-hidden-layer linear BiBNN for matrix completion and then improve it for the nonlinear model. For the linear BiBNN, $\boldsymbol{U}^{T} \boldsymbol{\alpha}_{i}$ and $\boldsymbol{V}^{T} \boldsymbol{\beta}_{j}$ are considered as two independent fully-connected layers. Herein, "independent" means that the two fully-connected layers do not share the weight matrix. Specifically, $\boldsymbol{U}^{T} \boldsymbol{\alpha}_{i}$ is considered an input $\boldsymbol{\alpha}_{i}$ multiplied by a weight matrix $\boldsymbol{U}$ and then the output is $\boldsymbol{u}_{i}=\boldsymbol{U}^{T} \boldsymbol{\alpha}_{i}$. Similarly, $\boldsymbol{V}^{\mathrm{T}} \boldsymbol{\beta}_{j}$ is arranged as a fully-connected layer with input $\boldsymbol{\beta}_{j}$ and output $\boldsymbol{v}_{j}=\boldsymbol{V}^{T} \boldsymbol{\beta}_{j}$. Furthermore, the output of the linear BiBNN is computed as $m_{i, j}=\boldsymbol{u}_{i}^{T} \boldsymbol{v}_{j}$, and the corresponding fitting target is the observed $x_{i, j}$.

It is worth mentioning that the weight between the fullyconnected and output layers is a constant, namely, 1 , due to $m_{i, j}=$ $\boldsymbol{u}_{i}^{T} \boldsymbol{v}_{j}$.

It is well known that multiple-layer neural networks generally outperform the single-layer configurations. As an illustration, we further decompose $\boldsymbol{U}$ and $\boldsymbol{V}$ for constructing a $L$-hidden-layer neural network as
$\boldsymbol{U}=\boldsymbol{U}_{1} \cdots \boldsymbol{U}_{l} \cdots \boldsymbol{U}_{L}$,
$\boldsymbol{V}=\boldsymbol{V}_{1} \cdots \boldsymbol{V}_{l} \cdots \boldsymbol{V}_{L}$,
where $\boldsymbol{U}_{l} \in \mathbb{R}^{m_{l} \times m_{l+1}}$ and $V_{l} \in \mathbb{R}^{n_{l} \times n_{l+1}}$ for $l \in[1, L]$ with $m_{1}=m$, $n_{1}=n$ and $m_{L+1}=n_{L+1}=r$. Herein, $m_{l}$ and $n_{l}$ with $l \in[2, L]$ are the node numbers of the hidden layers. Based on this deep factorization model, we have
$\boldsymbol{U}^{T} \boldsymbol{\alpha}_{i}=\left(\boldsymbol{U}_{1} \cdots \boldsymbol{U}_{l} \cdots \boldsymbol{U}_{L}\right)^{T} \boldsymbol{\alpha}_{i}=\boldsymbol{U}_{L}^{T} \cdots \boldsymbol{U}_{l}^{T} \cdots \boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}$,


Fig. 1. Illustration of two-hidden-layer BiBNN architecture.
$\boldsymbol{V}^{T} \boldsymbol{\beta}_{j}=\left(\boldsymbol{V}_{1} \cdots \boldsymbol{V}_{l} \cdots \boldsymbol{V}_{L}\right)^{T} \boldsymbol{\beta}_{j}=\boldsymbol{V}_{L}^{T} \cdots \boldsymbol{V}_{l}^{T} \cdots \boldsymbol{V}_{1}^{T} \boldsymbol{\beta}_{j}$.
Then, plugging (14) and (15) into (11) results in
$\min _{\boldsymbol{U}_{l}, \boldsymbol{V}_{l}, l \in[1, L]} \sum_{(i, j) \in \Phi}\left(\left(\boldsymbol{U}_{L}^{T} \boldsymbol{U}_{L-1}^{T} \cdots \boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}\right)^{T}\left(\boldsymbol{V}_{L}^{T} \boldsymbol{V}_{L-1}^{T} \cdots \boldsymbol{V}_{1}^{T} \boldsymbol{\beta}_{j}\right)-x_{i, j}\right)^{2}$.
However, (16) and (11) are equivalent as (12) and (13) are linear transforms. To proceed, as in typical neural networks, we insert a nonlinear function between two layers, leading to
$\min _{\boldsymbol{U}_{l}, \boldsymbol{V}_{l}, l \in[1, L]} \sum_{(i, j) \in \Phi}\left(\left(\boldsymbol{U}_{L}^{T} \phi\left(\boldsymbol{U}_{L-1}^{T} \cdots \phi\left(\boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}\right)\right)\right)^{T}\left(\boldsymbol{V}_{L}^{T} \phi\left(\boldsymbol{V}_{L-1}^{T} \cdots \phi\left(\boldsymbol{V}_{1}^{T} \boldsymbol{\beta}_{j}\right)\right)\right)-x_{i, j}\right)^{2}$,
where $\phi(\cdot)$ is the nonlinear activation function.
Similar to the linear BiBNN, $\boldsymbol{U}_{L}^{T} \boldsymbol{\phi}\left(\boldsymbol{U}_{L-1}^{T} \cdots \boldsymbol{\phi}\left(\boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}\right)\right)$ and $\boldsymbol{V}_{L}^{T} \phi\left(\boldsymbol{V}_{L-1}^{T} \cdots \phi\left(\boldsymbol{V}_{1}^{T} \boldsymbol{\beta}_{j}\right)\right)$ are constructed as two independent multiple-layer fully-connected neural networks that are considered as the two branches of the BiBNN. To be more specific, $\boldsymbol{\alpha}_{i}$ is arranged as the input of the first hidden layer with the activation function in the first branch, and its output is $\phi\left(\boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}\right)$. Then, the input and output of the second hidden layer are set as $\phi\left(\boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}\right)$ and $\phi\left(\boldsymbol{U}_{2}^{T} \phi\left(\boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}\right)\right)$. Accordingly, for the lth hidden layer with $l \in[2, L-1]$, its input is $\phi\left(\boldsymbol{U}_{l-1}^{T} \cdots \boldsymbol{\phi}\left(\boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}\right)\right)$, while its output is $\phi\left(\boldsymbol{U}_{l}^{T} \phi\left(\boldsymbol{U}_{l-1}^{T} \cdots \phi\left(\boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}\right)\right)\right.$ ). Finally, the output of the first branch is set as $\boldsymbol{u}_{i}=\boldsymbol{U}_{L}^{T} \boldsymbol{\phi}\left(\boldsymbol{U}_{L-1}^{T} \cdots \boldsymbol{\phi}\left(\boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}\right)\right)$. For the second branch, the input of the first hidden layer is $\boldsymbol{\beta}_{j}$, while its output is $\phi\left(\boldsymbol{V}_{1}^{T} \boldsymbol{\beta}_{j}\right)$. Without loss of generality, for the lth hidden layer with $l \in[2, L-1]$, its input and output are $\phi\left(\boldsymbol{V}_{l-1}^{T} \cdots \phi\left(\boldsymbol{V}_{1}^{T} \boldsymbol{\beta}_{j}\right)\right)$ and $\phi\left(\boldsymbol{V}_{l}^{T} \phi\left(\boldsymbol{V}_{l-1}^{T} \cdots \phi\left(\boldsymbol{V}_{1}^{T} \boldsymbol{\beta}_{j}\right)\right)\right.$ ), respectively. The output of the second branch is arranged as $\boldsymbol{v}_{j}=\boldsymbol{V}_{L}^{T} \phi\left(\boldsymbol{V}_{L-1}^{T} \cdots \phi\left(\boldsymbol{V}_{1}^{T} \boldsymbol{\beta}_{j}\right)\right)$, and then the output of the BiBNN is $m_{i, j}=\boldsymbol{u}_{i} \boldsymbol{v}_{j}$.

Training the neural network constructed by (17) is to update $\boldsymbol{U}_{l}$, $\boldsymbol{V}_{l}$ with $l \in[1, L]$ to minimize the objective function in (17) since the weight matrices of the neural network are $\boldsymbol{U}_{l}, V_{l}$ with $l \in$ $[1, L]$. In addition, we define $\widehat{\boldsymbol{U}}=\phi\left(\phi\left(\boldsymbol{U}_{1}\right) \cdots \boldsymbol{U}_{L-1}\right) U_{L}$ and $\widehat{\boldsymbol{V}}=$ $\phi\left(\phi\left(\boldsymbol{V}_{1}\right) \cdots \boldsymbol{V}_{L-1}\right) \boldsymbol{V}_{L}$. Comparing $\boldsymbol{M}=\boldsymbol{U} \boldsymbol{V}^{T}$ and $\widehat{\boldsymbol{M}}=\widehat{\boldsymbol{U}} \widehat{V}^{T}$, although both are of low rank, $\boldsymbol{M}$ is sought from the linear subspace, while $\widehat{\boldsymbol{M}}$ is computed in the nonlinear space.

Fig. 1 illustrates the two-hidden-layer BiBNN architecture adopted in our experiments. We observe that it has two branches, and each branch involves two hidden layers. Matrices on the lines correspond to the weight matrices between two layers, while the formulations in the rectangular blocks denote layers' outputs. In
addition, the circles indicate the activation function. In accordance with the depicted BiBNN, we provide the pseudo code in Algorithm.

```
Algorithm 1 BiBNN for matrix completion.
Require: \(x_{i, j}\) with \((i, j) \in \Phi\) and \(K_{\text {max }}\).
    Initialize: Initialize \(\boldsymbol{U}_{1}^{1}, \boldsymbol{U}_{2}^{1}, \boldsymbol{V}_{1}^{1}\) and \(\boldsymbol{V}_{2}^{1}\) in \(\mathcal{U}(-0.5,0.5)\).
    for \(k=1,2, \cdots, \sim K_{\max }\) do
        1. Update \(\boldsymbol{U}_{2}^{k+1}\) with fixing \(\boldsymbol{U}_{1}^{k}, \boldsymbol{V}_{1}^{k}\) and \(\boldsymbol{V}_{2}^{k}\).
        2. Update \(\boldsymbol{U}_{1}^{k+1}\) with fixing \(\boldsymbol{U}_{2}^{k+1}, \boldsymbol{V}_{1}^{k}\) and \(\boldsymbol{V}_{2}^{k}\).
        3. Update \(\boldsymbol{V}_{2}^{k+1}\) with fixing \(\boldsymbol{U}_{2}^{k+1}, \boldsymbol{U}_{1}^{k+1}\) and \(\boldsymbol{V}_{1}^{k}\).
        4. Update \(\boldsymbol{V}_{1}^{k+1}\) with fixing \(\boldsymbol{U}_{2}^{k+1}, \boldsymbol{U}_{1}^{k+1}\) and \(\boldsymbol{V}_{2}^{k+1}\).
        Stop if stopping criterion is met.
    end for
Ensure: \(\widehat{\boldsymbol{M}}=\left(\phi\left(\boldsymbol{U}_{1}\right) \boldsymbol{U}_{2}\right)\left(\phi\left(\boldsymbol{V}_{1}\right) \boldsymbol{V}_{2}\right)^{T}\).
```


### 3.2. Convergence analysis

For concise expression, the convergent property is analyzed based on a two-hidden-layer BiBNN . It is worth mentioning that the convergence analysis is applicable for BiBNN with more than two hidden layers.

According to the derivation of (17), we have

$$
\begin{align*}
& \min _{\boldsymbol{U}_{1}, \boldsymbol{U}_{2}, \boldsymbol{V}_{1}, \boldsymbol{V}_{2}}\left\|\left(\left(\phi\left(\boldsymbol{U}_{1}\right) \boldsymbol{U}_{2}\right)\left(\phi\left(\boldsymbol{V}_{1}\right) \boldsymbol{V}_{2}\right)^{T}\right)_{\Omega}-\boldsymbol{X}_{\Omega}\right\|_{F}^{2} \\
:= & \min _{\boldsymbol{U}_{1}, \boldsymbol{U}_{2}, \boldsymbol{V}_{1}, \boldsymbol{V}_{2}}\left\|\left(\left(\phi\left(\boldsymbol{U}_{1}\right) \boldsymbol{U}_{2}\right)\left(\phi\left(\boldsymbol{V}_{1}\right) \boldsymbol{V}_{2}\right)^{T}-\boldsymbol{X}\right) \odot \Omega\right\|_{F}^{2}, \tag{18}
\end{align*}
$$

where $\odot$ is the entry-wise product. Besides, we define the loss function of the objective function as

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{U}_{1}, \boldsymbol{U}_{2}, \boldsymbol{V}_{1}, \boldsymbol{V}_{2}\right)=\left\|\left(\left(\phi\left(\boldsymbol{U}_{1}\right) \boldsymbol{U}_{2}\right)\left(\phi\left(\boldsymbol{V}_{1}\right) \boldsymbol{V}_{2}\right)^{T}-\boldsymbol{X}\right) \odot \Omega\right\|_{F}^{2} \tag{19}
\end{equation*}
$$

It is well known that neural networks are typically optimized using the gradient descent method or its variants. Hence, we analyze convergence based on the gradient descent, leading to the following procedure:

$$
\begin{align*}
\boldsymbol{U}_{2}^{k+1} & =\boldsymbol{U}_{2}^{k}-\lambda \frac{\partial \mathcal{L}\left(\boldsymbol{U}_{1}^{k}, \boldsymbol{U}_{2}^{k}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k}\right)}{\partial \boldsymbol{U}_{2}} \\
& =\boldsymbol{U}_{2}^{k}-2 \lambda \phi\left(\boldsymbol{U}_{1}^{k}\right)^{T}\left(\left(\left(\phi\left(\boldsymbol{U}_{1}^{k}\right) \boldsymbol{U}_{2}^{k}\right)\left(\phi\left(\boldsymbol{V}_{1}^{k}\right) \boldsymbol{V}_{2}^{k}\right)^{T}-\boldsymbol{X}\right) \odot \Omega\right) \phi\left(\boldsymbol{V}_{1}^{k}\right) \boldsymbol{V}_{2}^{k} \tag{20}
\end{align*}
$$

$$
\begin{align*}
\boldsymbol{U}_{1}^{k+1}= & \boldsymbol{U}_{1}^{k}-\lambda \frac{\partial \mathcal{L}\left(\boldsymbol{U}_{1}^{k}, \boldsymbol{U}_{2}^{k+1}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k}\right)}{\partial \boldsymbol{U}_{1}} \\
= & \boldsymbol{U}_{1}^{k}-2 \lambda\left(\left(\left(\left(\phi\left(\boldsymbol{U}_{1}^{k}\right) \boldsymbol{U}_{2}^{k+1}\right)\left(\phi\left(\boldsymbol{V}_{1}^{k}\right) \boldsymbol{V}_{2}^{k}\right)^{T}-\boldsymbol{X}\right) \odot \Omega\right) \phi\left(\boldsymbol{V}_{1}^{k}\right) \boldsymbol{V}_{2}^{k}\left(\boldsymbol{U}_{2}^{k+1}\right)^{T}\right) \\
& \odot \phi^{\prime}\left(\boldsymbol{U}_{1}^{k}\right) \tag{21}
\end{align*}
$$

$$
\begin{align*}
\boldsymbol{V}_{2}^{k+1}= & \boldsymbol{V}_{2}^{k}-\lambda \frac{\partial \mathcal{L}\left(\boldsymbol{U}_{1}^{k+1}, \boldsymbol{U}_{2}^{k+1}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k}\right)}{\partial \boldsymbol{V}_{2}} \\
= & \boldsymbol{V}_{2}^{k}-2 \lambda \phi\left(\boldsymbol{V}_{1}^{k}\right)^{T}\left(\left(\left(\phi\left(\boldsymbol{U}_{1}^{k+1}\right) \boldsymbol{U}_{2}^{k+1}\right)\left(\phi\left(\boldsymbol{V}_{1}^{k}\right) \boldsymbol{V}_{2}^{k}\right)^{T}-\boldsymbol{X}\right)\right. \\
& \odot \Omega)^{T} \phi\left(\boldsymbol{U}_{1}^{k+1}\right) \boldsymbol{U}_{2}^{k+1} \tag{22}
\end{align*}
$$

$$
\begin{align*}
\boldsymbol{V}_{1}^{k+1}= & \boldsymbol{V}_{1}^{k}-\lambda \frac{\partial \mathcal{L}\left(\boldsymbol{U}_{1}^{k+1}, \boldsymbol{U}_{2}^{k+1}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k+1}\right)}{\partial \boldsymbol{V}_{1}} \\
= & \boldsymbol{V}_{1}^{k}-2 \lambda\left(\left(\left(\left(\phi\left(\boldsymbol{U}_{1}^{k+1}\right) \boldsymbol{U}_{2}^{k+1}\right)\left(\phi\left(\boldsymbol{V}_{1}^{k}\right) \boldsymbol{V}_{2}^{k+1}\right)^{T}-\boldsymbol{X}\right)\right.\right. \\
& \left.\odot \Omega)^{T} \phi\left(\boldsymbol{U}_{1}^{k+1}\right) \boldsymbol{U}_{2}^{k+1}\left(\boldsymbol{V}_{2}^{k+1}\right)^{T}\right) \odot \phi^{\prime}\left(\boldsymbol{V}_{1}^{k}\right), \tag{23}
\end{align*}
$$

where $\lambda>0$ is the learning rate parameter and $\phi^{\prime}(\cdot)$ is the derivative of $\phi(\cdot)$. It is worth pointing out that the optimization problem is nonconvex w.r.t $\boldsymbol{U}_{1}, \boldsymbol{U}_{2}, \boldsymbol{V}_{1}$ and $\boldsymbol{V}_{2}$, but it is convex combined

Table 1
Comparison of different methods on synthetic data in Gaussian noise of 20 dB .

| Method | Proposed | PAM | MC-DMF | MC-IALM | NLMC | PMC | CNTK | CNTK $^{+}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| MSE | 0.0509 | 0.0712 | 0.0623 | 0.5955 | 0.0794 | 0.0854 | 0.2147 | 0.1513 |

with a convex $\phi(\cdot)$ w.r.t. one with fixing remaining variables. Besides, $\phi(\cdot)$ can be nonconvex as local convexity is adequate to seek a local solution. Since (20), (21), (22) and (23) leverage the gradient descent to update $\boldsymbol{U}_{2}^{k}, \boldsymbol{U}_{1}^{k}, \boldsymbol{V}_{2}^{k}$ and $\boldsymbol{V}_{1}^{k}$, respectively, we can attain the following inequality with an adequately small learning rate

$$
\begin{align*}
\mathcal{L}\left(\boldsymbol{U}_{1}^{k}, \boldsymbol{U}_{2}^{k}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k}\right) & \geq \mathcal{L}\left(\boldsymbol{U}_{1}^{k}, \boldsymbol{U}_{2}^{k+1}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k}\right) \geq \mathcal{L}\left(\boldsymbol{U}_{1}^{k+1}, \boldsymbol{U}_{2}^{k+1}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k}\right) \\
& \geq \mathcal{L}\left(\boldsymbol{U}_{1}^{k+1}, \boldsymbol{U}_{2}^{k+1}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k+1}\right) \geq \mathcal{L}\left(\boldsymbol{U}_{1}^{k+1}, \boldsymbol{U}_{2}^{k+1}, \boldsymbol{V}_{1}^{k+1}, \boldsymbol{V}_{2}^{k+1}\right), \tag{24}
\end{align*}
$$

that is, $\mathcal{L}\left(\boldsymbol{U}_{1}^{k}, \boldsymbol{U}_{2}^{k}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k}\right)$ updated by the gradient descent is nonincreasing. In addition, it is easy to know $\mathcal{L}\left(\boldsymbol{U}_{1}^{k}, \boldsymbol{U}_{2}^{k}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k}\right) \geq 0$, indicating that the loss function has a lower bound. Thereby, the sequence of the objective values $\left\{\mathcal{L}\left(\boldsymbol{U}_{1}^{k}, \boldsymbol{U}_{2}^{k}, \boldsymbol{V}_{1}^{k}, \boldsymbol{V}_{2}^{k}\right)\right\}$ is convergent.

### 3.3. Complexity analysis

We first analyze the space complexity. Consider a BiBNN network with two hidden layers whose node numbers are $q$ and $r$, respectively. The first branch requires storing $m q+q r$ elements, and the entries of the second branch are $n q+q r$. Thereby, the total number of entries is ( $m+n+2 r$ ) q, resulting in the space complexity of $\mathcal{O}((m+n) q)$ due to $r \ll \min (m, n)$.

Then the computational complexity is analyzed, including forward and backward propagation. For the forward propagation, the complexity of computing one input is $\mathcal{O}((m+n)(r+1) q)$. Thereby, the total computational complexity for one epoch is $\mathcal{O}\left(\left(m^{2} n+\right.\right.$ $\left.m n^{2}\right)(r+1) q p$ ) where $p$ denotes the percentage of the observed entries. On the other hand, the complexity of the backward propagation can be calculated according to (20), (21), (22) and (23), specifically $\mathcal{O}(m q r+n q r+m n r)$ for (20), $\mathcal{O}(m q r+n q r+m n(r+q)$ for (21), $\mathcal{O}(m q r+n q r+m n r)$ for (22) and $\mathcal{O}(m q r+n q r+m n(r+$ $q)$ ) for (23). As a result, the total computational complexity is $\mathcal{O}(m n(r+q))$ since $\mathcal{O}(m n)$ dominates $\mathcal{O}(m q)$ and $\mathcal{O}(n q)$.

### 3.4. Rank selection

It is clear that the BiBNN performance is affected by the selected rank. If the true rank of the objective matrix is unknown, we suggest leveraging the cross-validation method to search for the best rank [50]. First, $\Omega$ is divided into two subsets such that $\Omega_{1}+\Omega_{2}=\Omega$ and $\left\|\Omega_{1}\right\|_{1} /\|\Omega\|_{1}=0.95$. Herein, $\|\Omega\|_{1}$ is the $\ell_{1}-$ norm of $\Omega$, which equals the number of observed entries in the incomplete matrix. Then, $\boldsymbol{X}_{\Omega_{1}}$ is adopted to train the BiBNN, while $\boldsymbol{X}_{\Omega_{2}}$ is used to test the neural network. Given a rank, one BiBNN can be trained based on $\boldsymbol{X}_{\Omega_{1}}$, and the corresponding prediction error can be computed on $\boldsymbol{X}_{\Omega_{2}}$. After trying different ranks, the best rank is determined by the one with the smallest test error.

### 3.5. Data preprocessing

Since the input data are not directly collected from the observed matrix, preprocessing is required. Given an incomplete matrix $X_{\Omega}$, we extract all observed entries as well as compute the corresponding $\boldsymbol{\alpha}_{i}$ and $\boldsymbol{\beta}_{j}$ to attain the training dataset. Herein, one entry, associating with its $\boldsymbol{\alpha}_{i}$ and $\boldsymbol{\beta}_{j}$, are considered as a group of training data.

## 4. Experimental results

The proposed BiBNN is compared with seven representative methods, namely, PAM [32], MC-DMF [43], MC-IALM [11], NLMC [39], PMC [40], CNTK [45] and CNTK ${ }^{+}$[45]. Our neural network is programmed using the PyTorch framework [51], and implemented on a personal computer with Nvidia 2060 GPU.

### 4.1. Network setting

For the adopted BiBNN in all experiments, the number of hidden layers is two, and the activation function is selected as exponential linear unit (ELU). It is easy to know that the numbers of nodes in the output and last hidden layer are 1 and $r$, respectively. Besides, the first hidden layer contains $50+r$ nodes. The size of input layer is determined based on the dimensions of the observed matrix. Moreover, the loss function is based on the $\ell_{2}$-norm. For the adopted neural network, according to (17), it is $\sum_{(i, j) \in \Phi}\left(\left(\boldsymbol{U}_{2}^{T} \phi\left(\boldsymbol{U}_{1}^{T} \boldsymbol{\alpha}_{i}\right)\right)^{T}\left(\boldsymbol{V}_{2}^{T} \phi\left(\boldsymbol{V}_{1}^{T} \boldsymbol{\beta}_{j}\right)\right)-x_{i, j}\right)^{2}$, while the optimization solver is chosen as adaptive moment estimation function (Adam) with learning rate of 0.01 . Moreover, all training data are utilized for one epoch, and the number of epochs is set to 2000.

### 4.2. Synthetic data

We first test all methods on the synthetic data with a fixed rank. The noise-free complete matrix $\boldsymbol{X}$ is generated by the product of $X_{1} \in \mathbb{R}^{150 \times 15}$ and $X_{2} \in \mathbb{R}^{15 \times 160}$ whose entries obey independent standard Gaussian normal distribution. Note that the dimensions of $X$ are selected as $150 \times 160$ because the CNTK cannot process a matrix whose dimensions are larger than $200 \times 200$ on general PCs. It is clear that the true rank is 15 . To approximate practical singular value distribution, the $i$ th singular value of $X$ is set as $2^{10-i}$ with $i \in[1,15][34]$. The binary matrix $\Omega$ consists of the same numbers of 1 and 0 where all entries are randomly distributed with missing observation ratio of $50 \%$. In addition, the incomplete matrix is generated by
$X_{\Omega}=\boldsymbol{X} \odot \Omega+\boldsymbol{N}_{\Omega}$
where $\boldsymbol{N}_{\Omega}$ contains additive white Gaussian noise whose intensity is quantified by signal-to-noise ratio (SNR)
SNR $=\frac{\|\boldsymbol{X} \odot \Omega\|_{F}^{2}}{\left\|\boldsymbol{N}_{\Omega}\right\|_{F}^{2}}$.
To evaluate the recovery performance, the mean square error (MSE) is adopted, defined as
MSE $=\frac{\|\boldsymbol{M}-\boldsymbol{X}\|_{F}^{2}}{m n}$
where $\boldsymbol{M}$ is the restored matrix. It is clear that a small value of MSE indicates good recovery performance.

Table 1 tabulates the results on the synthetic data in Gaussian noise of 20 dB by different approaches. We see that the MSE of the BiBNN is smaller than those of PAM, MC-DMF, MC-IALM, NLMC, PMC, CNTK, and CNTK ${ }^{+}$. Hence, our method is superior to these existing approaches. It is worth noting that the recovered matrices by the BiBNN, PAM, and MC-IALM are of low rank, while those of the remaining schemes are of full rank. This may be the reason for the inferior performance of MC-DMF, NLMC, PMC, CNTK, and CNTK ${ }^{+}$.


Fig. 2. Phase transition of MSE versus observed percentage and SNR.

The phase transition, i.e., MSE versus the observation percentage and SNR, is depicted in Fig. 2. The performance of CNTK and CNTK $^{+}$is not satisfactory, and their results will lead to a wide range in the colorbar of the figure, which is not conducive to contrast the other six algorithms. Thereby, the phase transition figures of CNTK and $\mathrm{CNTK}^{+}$are not included. We see that the pro-
posed method and PAM are superior because they have more dark areas than MC-DMF, MC-IALM, NLMC and PMC. Comparing our approach with PAM, the former attains better performance than the latter in the low observation percentages. In addition, MC-DMF, MC-IALM, NLMC and PMC produce a phenomenon where the best performance is not in the highest observation percentage under


Fig. 3. Original windows, and two incomplete images with different masks in Gaussian noise with $\sigma^{2}=0.005$.
the same SNR. The reason may be that they cannot resist noise. A higher observation percentage implies more noise in the given data, resulting in performance degradation. In contrast, our method and PAM are able to restrain noise.

### 4.3. Image inpainting

Gray-scale image inpainting is one popular application of matrix completion since a gray-scale image can be straightforwardly represented as a matrix that meets the approximately low-rank property. Images, in practice, may not be fully captured because of the shadow from other objects or damage to the photosensitive device. Besides, wireless transmission may blend images with noise. In this section, we leverage matrix completion to recover incomplete images corrupted by Gaussian noise. The first used image is called Windows [52] whose dimensions are $349 \times 366$. The procedure to mixing noise in incomplete images is to use the built-in command of 'imnoise(image,'gaussian', $\mu, \sigma^{2}$ )' in MATLAB where $\mu$ and $\sigma^{2}$ denote the mean and variance of the noise, respectively. In our experiments, $\mu=0$ is applied for all cases. Furthermore, peak SNR (PSNR) and structural similarity (SSIM) are measured to evaluate the recovery performance. These two indices can be invoked by the built-in MATLAB commands, viz. 'psnr(recovered, original)' and 'ssim(recovered, original)'. It is worth mentioning that larger values of PSNR and SSIM indicate better restoration performance.

We investigate two types of loss, namely, randomly missing and missing not at random. The former has $50 \%$ missing pixels randomly distributed in the image, while the latter is generated by the text of "matrix completion". Fig. 3 shows the original and incomplete Windows. The left one is the original image, while the middle and right are the observed images with random and fixed losses, respectively. Besides, the intensity of Gaussian noise is $\sigma^{2}=0.005$.

Fig. 4 depicts the recovered images by different methods, excluding CNTK and CNTK ${ }^{+}$. The first and second rows show the restored images in the presence of random and fixed losses, respectively. Besides, the two evaluation indices in dB are listed below the restored images. It is seen that the BiBNN attains larger PSNRs and SSIMs than PAM, MC-DMF, MC-IALM, NLMC, and PMC, that is, our neural network outperforms these state-of-the-art methods. Note that the restored images by MC-DMF, MC-IALM, NLMC, and PMC still contain noise, leading to unsatisfactory performance. The reason for retaining noise in the results may be that the repaired images are of high-rank since the small singular values, associating with their left and right singular vectors, are noisy.

To compare with CNTK and $\mathrm{CNTK}^{+}$, we need to reduce the image size because CNTK requires more than 60 GiB memory to create a kernel for processing the image with $349 \times 366$. To resize windows, we exploit the built-in MATLAB command of 'imresize(image,[numrows numcols])', and then attain the resized image with the dimensions of $160 \times 160$. Subsequently, the small-size
windows is masked by the two types of masks, and then the incomplete images are contaminated by Gaussian noise with $\sigma^{2}=$ 0.005 . The restored images are shown in Fig. 5 where the first and second rows comprise the recovered images in random and fixed masks, respectively. We see that the CNTK and CNTK+ are able to restore the incomplete Windows in the random loss case, but their performance is still inferior to the proposed approach. With the text mask, the superiority of our network over CNTK and CNTK ${ }^{+}$is more obvious. It can be seen that the reconstructed images by the CNTK and CNTK ${ }^{+}$have blurry areas.

Moreover, the impact of the percentage of randomly missing data on PSNR is investigated, and the results are shown in Figs. 6 and 7. Fig. 6 depicts the performance of the BiBNN, MC-DMF, MCIALM, NLMC, and PMC on the original-size Windows. It is seen that the developed neural network attains the highest PSNR in all percentages of missing data. When the percentage is smaller, the superiority of our BiBNN over MC-DMF, MC-IALM, NLMC, and PMC is more distinct. The difference between PAM and our network is not obvious from $10 \%$ to $60 \%$ but becomes large between $70 \%$ and $80 \%$, especially the lowest PSNR of PAM in $80 \%$. Besides, the PSNR of all algorithms, excluding MC-DMF and MC-IALM, decreases with the increase of the missing percentage. For the MC-DMF and MCIALM, they attain their largest PSNR at $60 \%$ and $40 \%$, respectively, which are consistent with the results on synthetic data. On the other hand, comparison of the proposed neural network, CNTK and $\mathrm{CNTK}^{+}$is plotted in Fig. 7, which is based on the small-size image. We see that the BiBNN outperforms the CNTK and CNTK+. While the latter exhibit a similar curve to MC-DMF and MC-IALM, that is, the performance in the lowest missing percentage is not the best.

Furthermore, we compare our method with the existing algorithms on another four images, namely, Lenna [53], Peppers [53], Sea [18] and Mountains [18]. The images are illustrated in Fig. 8 where the first row includes the original images, and the incomplete images are shown in the second and third rows. Besides, Gaussian noise with $\sigma^{2}=0.005$ is added to the partially observed pictures.

The PSNR and SSIM results on these four images are tabulated in Table 2. Except the SSIM of our method on Lenna in fixed mask is smaller than that of PAM, the PSNR and SSIM of the developed approach are larger than those of the other methods. It is worth noting that although the BiBNN attains a smaller SSIM than PAM in fixed mask on Lenna, our PSNR is larger than that of PAM.

### 4.4. Recommender system

The second application of matrix completion is recommender system. A recommender system can be modeled as an incomplete matrix whose row and column indices represent the user and item identity numbers while the known entries are acquired ratings. The task of matrix completion is to predict the unknown ratings so as to suggest items to users. In this experiment, two datasets,


Fig. 4. Performance of different approaches in Gaussian noise with $\sigma^{2}=0.005$. The top row contains results with random loss; The bottom row contains results with fixed loss.

Table 2
Results of different methods on four images.

| Image | Mask | Index | Proposed | PAM | MC-DMF | MC-IALM | NLMC | PMC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lenna | random | PSNR | 22.4340 | 22.3716 | 21.6861 | 21.6584 | 21.7937 | 21.2323 |
|  |  | SSIM | 0.4606 | 0.4563 | 0.4052 | 0.3822 | 0.3808 | 0.3559 |
|  | fixed | PSNR | 21.7603 | 19.5593 | 21.5645 | 21.4124 | 21.5564 | 21.2704 |
|  |  | SSIM | 0.5095 | 0.5495 | 0.4162 | 0.4055 | 0.4057 | 0.4006 |
| Peppers | random | PSNR | 23.4671 | 23.3994 | 21.9162 | 22.1254 | 22.3654 | 21.8147 |
|  |  | SSIM | 0.4947 | 0.4927 | 0.3902 | 0.3781 | 0.3826 | 0.3601 |
|  | fixed | PSNR | 22.4636 | 21.0854 | 21.9735 | 22.0751 | 22.3287 | 21.9513 |
|  |  | SSIM | 0.5814 | 0.5789 | 0.4050 | 0.3979 | 0.4000 | 0.3924 |
| Sea | random | PSNR | 26.3713 | 26.3079 | 24.3904 | 23.3322 | 22.7366 | 22.2032 |
|  |  | SSIM | 0.6075 | 0.6035 | 0.4688 | 0.4064 | 0.3757 | 0.3520 |
|  | fixed | PSNR | 26.7376 | 26.6685 | 23.1207 | 22.9349 | 22.9591 | 22.7584 |
|  |  | SSIM | 0.6684 | 0.6672 | 0.4343 | 0.4205 | 0.4185 | 0.4099 |
| Mountains | random | PSNR | 28.7422 | 28.6777 | 25.1559 | 24.1487 | 23.2669 | 22.7694 |
|  |  | SSIM | 0.6727 | 0.6710 | 0.3246 | 0.2716 | 0.2291 | 0.2101 |
|  | fixed | PSNR | 29.1560 | 29.0452 | 23.5022 | 23.3547 | 23.2953 | 23.0148 |
|  |  | SSIM | 0.7604 | 0.7583 | 0.2722 | 0.2454 | 0.2379 | 0.2295 |



Fig. 5. Performance of proposed method, CNTK and CNTK ${ }^{+}$under two mask types in Gaussian noise with $\sigma^{2}=0.005$. The top row contains results with random loss; The bottom row contains results with fixed loss.


Fig. 6. PSNR versus percentage of randomly missing data in Gaussian noise with $\sigma^{2}=0.005$ by different approaches.
viz. MovieLens $100 \mathrm{k}^{3}$ and Jester $100 \mathrm{k}^{4}$ are utilized to evaluate the BiBNN performance. The details of these two datasets are listed in

[^1]

Fig. 7. PSNR versus percentage of randomly missing data in Gaussian noise with $\sigma^{2}=0.005$ by BiBNN, CNTK and CNTK ${ }^{+}$.


Fig. 8. Illustration of four images, including original and incomplete pictures with randomly missing and fixed masks.

Table 3
Recommendation datasets.

| Dataset | \# user | \# item | \# rating | Rating range |
| :--- | :--- | :--- | :--- | :--- |
| MovieLens 100k | 943 | 1682 | $1 \times 10^{5}$ | $1-5$ |
| Jester 100k | 159 | 7699 | $1 \times 10^{5}$ | $-10-10$ |

Table 3 that includes the numbers of users, items, and ratings as well as the range of rating. The rating of the $i$ th user to the $j$ th item is equal to the $(i, j)$ entry of the incomplete matrix $\boldsymbol{X}_{\Omega}$. Then, we remove any row or column which has less than 2 observed entries for performing cross-validation, resulting in $943 \times 1541$ for MovieLens 100 k and $136 \times 4000$ for Jester 100 k . Since the test dataset is not provided, we leverage the cross-validation strategy, similar to the rank selection scheme, to evaluate prediction performance. Specifically, the whole observed set $\Omega$ is divided into $\Omega_{1}$ and $\Omega_{2}$ such that $\Omega_{1}+\Omega_{2}=\Omega$ and $\left\|\Omega_{1}\right\|_{1} /\|\Omega\|_{1}=0.95$ wherein $X_{\Omega_{1}}$ and $X_{\Omega_{2}}$ are used to train and test, respectively. In addition, the estimation performance is evaluated by mean absolute error


Fig. 9. MAE versus rank by proposed method and PAM on MovieLens and Jester datasets.
(MAE) [54], defined as
MAE $=\frac{\left\|\boldsymbol{M}_{\Omega_{2}}-\boldsymbol{X}_{\Omega_{2}}\right\|_{1}}{(H C-L C)\left\|\Omega_{2}\right\|_{1}}$
where $H C$ and $L C$ denote the highest and lowest scores in the rating range, that is, $H C-L C=4$ for MovieLens 100 k , and $H C-L C=$ 20 for Jester 100k. It is clear that a small value of MAE indicates good prediction performance.

Table 4 shows the results by different methods where the adopted rank of the BiBNN and PAM is 2. Note that CNTK and $\mathrm{CNTK}^{+}$are excluded since they cannot process these two largescale matrices. It is seen that the BiBNN attains the smallest values among six methods for both MovieLens 100k and Jester 100k.

Moreover, we investigate the performance of our BiBNN and PAM under different ranks from 1 to 10 . The result is plotted in Fig. 9. Except for two similar MAEs at $r=1$, the BiBNN has smaller values than the PAM in the range of 2 to 10 . It is seen that both BiBNN and PAN achieve the smallest MAE at $r=2$.

## 5. Conclusion

In this paper, we have constructed a bi-branch neural network for matrix completion. The proposed neural network is designed via unfolding the matrix factorization formulation and learned by end-to-end training using all individual observed entries. The developed BiBNN has been applied to image inpainting and recommender system, achieving better performance than seven state-of-the-art approaches in terms of prediction accuracy.

The current BiBNN requires setting an essential parameter, that is, the rank of the objective matrix. In the future, we plan to offer the neural network the ability to learn the best rank automatically.
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Table 4
MAE of different approaches on MovieLens 100 K and Jester 100 K datasets.

| Dataset | Proposed | PAM | MC-DMF | MC-IALM | NLMC | PMC |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| MovieLens 100k | 0.1690 | 0.1699 | 0.1833 | 0.1835 | 0.1788 | 0.1817 |
| Jester 100k | 0.1627 | 0.1631 | 0.1757 | 0.2215 | 0.1918 | 0.1996 |
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