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Abstract—Tensor completion aims to recover missing entries given incomplete multi-dimensional data by making use of the prior low-rank information, and has various applications because many real-world data can be modeled as low-rank tensors. Most of the existing methods are designed for noiseless or Gaussian noise scenarios, and thus they are not robust to outliers. One popular approach to resist outliers is to employ $\ell_p$-norm. Yet nonsmoothness and nonconvexity of $\ell_p$-norm with $0 < p \leq 1$ bring challenges to optimization. In this paper, a new norm, named $\ell_{p,\epsilon}$-norm, is devised where $\epsilon > 0$ can adjust the convexity of $\ell_{p,\epsilon}$-norm. Compared with $\ell_p$-norm, $\ell_{p,\epsilon}$-norm is smooth and convex even for $0 < p \leq 1$, which converts an intractable nonsmooth and nonconvex optimization problem into a much simpler smooth and convex one. Then, combining tensor ring rank and $\ell_{p,\epsilon}$-norm, a robust tensor completion formulation is proposed, which achieves outstanding robustness. The resultant robust tensor completion problem is decomposed into a number of robust linear regression (RLR) subproblems, and two algorithms are devised to tackle RLR. The first method adopts gradient descent, which has a low computational complexity. While the second one employs alternating direction method of multipliers to yield a fast convergence rate. Numerical simulations show that the two proposed methods have better performance than those based on the $\ell_p$-norm in RLR. Experimental results from applications of image inpainting, video restoration and target estimation demonstrate that our robust tensor completion approach outperforms state-of-the-art methods in terms of recovery accuracy.
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I. INTRODUCTION

MISSING value recovery from incomplete data has been a significant research topic, which includes reconstructing one-dimensional, two-dimensional and multi-dimensional data. For one-dimensional data, it refers to compressed sensing which utilizes sparsity to recover a sparse vector from a few measured entries [1], [2]. From vectors to matrices, it becomes matrix recovery problem which aims to restore a matrix from an incomplete matrix with low-rank characteristic [3], [4]. While tensor completion refers to recovering a low-rank tensor from an incomplete tensor. It is considered to be a powerful technique to process multi-dimensional data, such as color images and videos, as it can excavate more latent correlations. For example, compared with matrix completion in processing a gray-scale image [5], tensor completion can use RGB channel information to obtain a better recovered image. Hence, tensor completion has become the core problem in many applications, including visual data recovery [6], [7], multiple-input multiple-output (MIMO) radar [8], [9] and machine learning [10], [11].

Unlike matrix rank which has a unique definition, the tensor rank has several definitions, namely $n$-rank [12], CANDECOMP/PARAFAC (CP) rank [13], [14], Tucker rank [15], tensor tubal rank [16], tensor train (TT) rank [17] and tensor ring (TR) rank [18]. The performance of many existing tensor completion methods is, to a large extent, affected by their own adopted tensor ranks. For tensor completion methods based on $n$-rank, an $n$th-order tensor is unfolded into $n$ matrices in $n$ ways and then the sum of the ranks of these $n$ matrices is minimized [19], [20]. Since this approach just unfolds a tensor into matrices without excavating the tensor structure, an accurate solution may not be attained [21]. CP rank can make use of the tensor structure, which aims to find a linear combination of rank-one tensors [22], [23]. Yet it cannot directly process color image data and video data in which one dimension is much smaller than the other dimensions. Because the low-rank attribute cannot be satisfied in the minimum dimension, the performance will degrade when recovering color images and videos. Otherwise, it may not find a reasonable result since the best low-rank approximation based on CP rank is ill-posed [24]. Tucker rank is defined as a set of all ranks of the matrices factorized by Tucker decomposition [25], [26], but it is not applicable for high-dimensional tensors because its storage memory grows exponentially with the data dimension. Tensor tubal rank is closest to matrix rank, which is calculated from the diagonal tensor factorized by tensor singular value decomposition [27]. It has been shown that tensor tubal rank is more suitable than Tucker rank [28]–[30] for low-rank tensor completion. TT rank utilizes two matrices and a few 3rd-order tensors to represent the target tensor. It has been reported that TT rank can exploit more correlations and obtain better performance than CP rank and Tucker rank in tensor completion [31], [32]. Nevertheless, TT rank requires that factors on both sides are matrices, which results in large intermediate factors and small boundary factors. This problem is solved by TR rank in which two boundary factors can be 3rd-order tensors. Moreover, it has
been shown that the TR rank outperforms the TT rank in tensor completion [34].

On the other hand, conventional tensor completion methods employ Frobenius norm, indicating that they are designed for the Gaussian noise and noise-free scene. Data, in practice, may contain outliers, including impulsive noise in communication channels and salt-and-pepper noise in images [35], [36]. Because $\ell_2$-space optimization, which is derived based on Gaussian noise assumption, is unable to resist outliers, the performance of these methods will be degraded when the observed entries are corrupted by outliers. To resist outliers, $\ell_p$-norm with $0 < p < 2$ has been adopted, such as $\ell_2$-parallel factor analysis ($\ell_2$-PARAFAC) [37] and iteratively reweighted tensor singular value decomposition (IR-t-SVD) [38]. Since $\ell_p$-PARAFAC employs CP rank, its performance is affected by the tensor model. It is worth noting that the noise in IR-t-SVD must obey the random tubal distribution which means that noise in different frontal slices has the same coordinate. Moreover, $\ell_p$-norm is nonsmooth and nonconvex with $0 < p \leq 1$, leading to complicated optimization and possibly local solutions.

In this paper, $\ell_{p,e}$-norm is devised to replace $\ell_p$-norm for resisting outliers. Then we employ TR rank and $\ell_{p,e}$-norm to reformulate the robust tensor completion problem. The reason for adopting TR rank is that it has better stability and adaptability than other tensor ranks. Besides, block coordinate descent (BCD) is applied to solve the resultant multi-variable optimization problem in which one tensor variable is updated at each iteration while the remaining variables are fixed. In addition, two algorithms are developed for solving RLR. The first one utilizes gradient descent (GD) to yield a low computational complexity. While the second one uses alternating direction method of multipliers (ADMM), which has a fast convergence rate. Yet only the ADMM-based method is adopted to tackle robust tensor completion since the appropriate value of the step-size of the GD-based approach is difficult to obtain. Our main contributions are summarized as:

1) We devise $\ell_{p,e}$-norm to achieve robustness. Compared with $\ell_p$-norm, $\ell_{p,e}$-norm is smooth and convex with $0 < p \leq 1$.
2) The convexity of $\ell_{p,e}$-norm with $0 < p < 1$ is proved. Moreover, we clearly describe how to determine $\epsilon$ which gives convex $\ell_{p,e}$-norm. We also analyze that $\ell_{p,e}$-norm has better performance in resisting outliers than $\ell_p$-norm with $0 < p \leq 1$.
3) Based on $\ell_{n,e}$-norm, we employ TR rank for robust tensor completion. The proposed approach exhibits better performance than existing methods in processing different data including color image, color video, and MIMO radar data in the presence of outliers.

The remainder of this paper is organized as follows. In Section II, notations and preliminaries are provided, and the TR decomposition is reviewed. The $\ell_{p,e}$-norm is derived, and its associated properties are analyzed in Section III. In Section IV, the robust tensor completion problem based on TR rank and $\ell_{p,e}$-norm is formulated, and then we decompose the problem into a number of $\ell_{p,e}$-norm-based RLR subproblems. Two algorithms, namely, GD-$\ell_{p,e}$-norm and ADMM-$\ell_{p,e}$-norm, are developed in Section V. In Section VI, we first compare the two proposed algorithms with existing methods based on $\ell_p$-norm to deal with RLR. Moreover, numerical examples based on real-world and synthetic data including color image, video and MIMO radar data demonstrate that our robust tensor completion method outperforms the state-of-the-art approaches. Finally, concluding remarks are included in Section VII.

II. NOTATIONS AND PRELIMINARIES

In this section, notations, basic definitions and TR decomposition are reviewed.

A. Notations

Scalars, vectors, matrices and tensors are represented by italic, bold lower-case, bold upper-case and bold calligraphic letters, respectively. For instance, $\mathbf{A} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_k}$ denotes an $n$th-order tensor and its $(i_1, i_2, \ldots, i_n)$ entry is denoted as $A_{i_1,i_2,\ldots,i_n}$. The $\otimes$ represents the Hadamard product operation. Pseudo-inverse operator, transpose operator and conjugate transpose operator are denoted by $(\cdot)^{+}$, $(\cdot)^T$ and $(\cdot)^H$, respectively. Besides, $\| \mathbf{A} \|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij}^2}$ is the Frobenius norm of $\mathbf{A} \in \mathbb{R}^{m \times n}$ where $a_{ij}$ is the $(i,j)$ entry of $\mathbf{A}$. The trace of $\mathbf{A} \in \mathbb{R}^{n \times n}$ is represented by $\text{tr}(\mathbf{A}) = \sum_{i=1}^{n} a_{ii}$. For vectors, matrices and tensors, $\| \cdot \|_p$ with $0 < p < 2$ corresponds to the $\ell_p$-norm which is calculated by the sum of $p$ power of all elements. Moreover, $\| \cdot \|_2$, $\| \cdot \|_0$ and $\text{dim}(\cdot)$ stand for the $\ell_2$-norm, $\ell_0$-norm and dimension of a vector, respectively. Given $\mathbf{a}$ and $\mathbf{b}$, $\mathbf{a} \circ \mathbf{b}$ denotes the outer product, and $(\mathbf{a}, \mathbf{b})$ represents the inner product. The vectorization of $\mathbf{A}$ is described by $\text{vec}(\mathbf{A})$, while $\text{res}(\cdot)$ is the reshape operator which returns an array of specified dimensions with the same entries as the input data. For a 3rd-order tensor, $\mathbf{A}(:,:,i)$, $A_{(i,:,:,i)}$ and $\mathbf{A}(i,:,i)$ represent horizontal fiber, vertical fiber and depth fiber, respectively. In addition, its horizontal slice, lateral slice and frontal slice are denoted as $\mathbf{A}(i,:,::)$, $\mathbf{A}(::,i,:)$ and $\mathbf{A}(::,:,i)$, respectively.

B. Basic Operations

Definition 1 (Mode-$i$ unfolding [39]): Mode-$i$ unfolding of $\mathbf{A}$ is denoted as $\mathbf{A}_{[i]}$, which converts an $n$th-order $\mathbf{A}$ into a matrix:

$$\mathbf{A}_{[i]} \in \mathbb{R}^{I_i \times (I_1 \cdot I_2 \cdots \cdot I_{i-1} \cdot I_{i+1} \cdots \cdot I_k)}.$$  

Definition 2 (Left unfolding and right unfolding [40]): For $\mathbf{A} \in \mathbb{R}^{I_1 \times I_2 \times I_3}$, left unfolding is denoted as:

$$L(\mathbf{A}) = (\mathbf{A}_{[3]})^T \in \mathbb{R}^{(I_1 I_2) \times I_3}.$$  

Similar to left unfolding, right unfolding is:

$$R(\mathbf{A}) = \mathbf{A}_{[1]} \in \mathbb{R}^{I_1 \times (I_2 I_3)}.$$  

Definition 3 (Tensor connect product [34]): Given $\mathbf{A} \in \mathbb{R}^{R_0 \times I_1 \times R_1}$ and $\mathbf{B} \in \mathbb{R}^{R_1 \times I_2 \times R_2}$, then the tensor connect product between these two tensors is defined as:

$$\mathbf{A} \mathbf{B} = \text{res}(L(\mathbf{A}) \times R(\mathbf{B})) \in \mathbb{R}^{R_0 \times (I_1 I_2) \times R_2}.$$  

Tensor connect product which is similar to matrix product provides the product rule for two 3rd-order tensors. Note that
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the last dimension of the former tensor must be equal to the first dimension of the latter.

Definition 4 (Tensor permutation [18]): For $A \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_p}$, the $ith$ tensor permutation is denoted as:

$$A^{p_i} \in \mathbb{R}^{I_{p+1} \times I_3 \times \cdots \times I_p \times I_1 \times I_2 \times \cdots \times I_{p-1}}.$$ (5)

The relationship between $A^{p_i}$ and $A$ obeys:

$$A^{p_i}(i_1, \ldots, i_n, i_1, \ldots, i_{r_i-1}) = A(i_1, i_2, \ldots, i_n).$$ (6)

Definition 5 (Inverse operator of TR decomposition [34]): Given $A \in \mathbb{R}^{I_0 \times (I_1-I_0) \times I_2 \times \cdots \times I_n}$, the inverse operator, denoted as $U_i$, is to organize $A$ as an $ith$-order tensor:

$$B = U(A) \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_n}$$

where the entry of $B$ is calculated by

$$B(i_1, \ldots, i_n) = \text{tr}(A(:, i_1 + (i_2 - 1)I_1 + \cdots + (i_n - 1)I_{n-1}, :)).$$ (8)

Lemma 1: Given $B = U(A_1 \cdots A_n)$, then

$$B^{p_i} = U(A_i A_{i+1} \cdots A_n A_1 \cdots A_{i-1}).$$ (9)

C. TR Decomposition

TR decomposition represents an $nth$-order tensor $A \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_p}$ by using multiple 3rd-order tensors:

$$A = \sum_{\alpha_1, \ldots, \alpha_n=1}^{r_1 \cdots r_n} B_1(\alpha_1, :, \alpha_2) \circ B_2(\alpha_2, :, \alpha_3) \circ \cdots \circ B_n(\alpha_n, :, \alpha_1)$$ (10)

where $B_i \in \mathbb{R}^{I_i \times r_i \times I_{i+1}}$, $B_i(\alpha_1, :, \alpha_2, \cdots, \alpha_k)$ is the vertical fiber and $r_i = [r_1, \ldots, r_n]$ is called TR rank. It is indicated in (10) that $A$ can be represented by a sum of rank-one tensors. The entry of $A$ is computed as:

$$A(i_1, \ldots, i_n) = \text{tr}(\sum_{k=1}^{n} B_k(:, i_k, :))$$ (11)

where $B_k(:, i_k, :)$ denotes the $ik$th lateral slice with dimensions $r_k \times r_{k+1}$. It is worth noting that $r_{n+1} = r_1$. Fig. 1 depicts the TR decomposition of an $nth$-order tensor. The circle represents a tensor, and the tensor dimension is denoted by the number of edges. The line connecting two circles stands for the tensor connect product. The factorization format looks like a ring, giving rise to the name of TR decomposition.

III. $\ell_{p,\epsilon}$-Norm

In this section, $\ell_{p,\epsilon}$-norm is proposed, then its basic properties are introduced and analyzed. Subsequently, the difference between $\ell_{p,\epsilon}$-norm and $\ell_p$-norm is illustrated.

A. Definition and Properties of $\ell_{p,\epsilon}$-Norm

Definition 6: Given $x = [x_1, x_2, \ldots, x_n]^T \in \mathbb{R}^n$, the $\ell_{p,\epsilon}$-norm of $x$ with $0 < p < 2$ is defined as:

$$||x||_{p,\epsilon} = \sum_{i=1}^n (x_i^p + \epsilon^p)^{1/p}.$$ (12)

where $\epsilon$ enables $\ell_{p,\epsilon}$-norm to be convex for $0 < p < 1$. For $0 < p \leq 1$, $\epsilon > 0$. Otherwise, $\epsilon = 0$.

Lemma 2: The $\ell_{p,\epsilon}$-norm has following properties:

(i) Given $x_1$ and $x_2$, if $|x_1| \leq |x_2|^p$, then $(x_1^p + \epsilon^p)^{1/p} \leq (x_2^p + \epsilon^p)^{1/p} - \epsilon^p$.

(ii) For $1 < p < 2$, $\ell_{p,\epsilon}$-norm equals $\ell_p$-norm.

(iii) $\ell_{1,\epsilon}$-norm with $\epsilon > 0$ is both convex and smooth.

(iv) For $0 < p \leq 1$, $\ell_{p,\epsilon}$-norm is the lower convex envelope of $\ell_p$-norm with $\epsilon > \sqrt{1 - p} ||x||_\infty$.

Proof: The properties of (i), (ii), (iii) and (iv) are easily verified. We focus on proving (v).

For (v), we first show that $\ell_{p,\epsilon}$-norm with $\epsilon > \sqrt{1 - p} ||x||_\infty$ is a convex function, and then prove that $\ell_{p,\epsilon}$-norm is the lower bound of $\ell_p$-norm. Although we utilize the vector of length 2 to analyze, the proof can be extended to different lengths.

Given a bounded $x = [x_1, x_2]^T \in \mathbb{R}^2$ with $|x_1| \leq a$ and $|x_2| \leq b$ where $a > 0$ and $b > 0$, the $\ell_{p,\epsilon}$-norm function of $x$ is defined as:

$$f(x_1, x_2) = ||x||_{p,\epsilon} = (x_1^p + \epsilon^p)^{1/p} - \epsilon^p + (x_2^p + \epsilon^p)^{1/p} - \epsilon^p.$$ (13)

The gradient of $f(x_1, x_2)$ is:

$$\nabla f(x_1, x_2) = \begin{bmatrix} \frac{\partial f}{\partial x_1} \\ \frac{\partial f}{\partial x_2} \end{bmatrix}^T = \begin{bmatrix} px_1(x_1^p + \epsilon^p)^{1/p-1} \\ px_2(x_2^p + \epsilon^p)^{1/p-1} \end{bmatrix}$$ (14)

and the Hessian matrix of $f(x_1, x_2)$ is:

$$G(x_1, x_2) = \begin{bmatrix} \frac{\partial^2 f}{\partial x_1^2} & \frac{\partial^2 f}{\partial x_1 \partial x_2} \\ \frac{\partial^2 f}{\partial x_2 \partial x_1} & \frac{\partial^2 f}{\partial x_2^2} \end{bmatrix} = \begin{bmatrix} T(x_1) & 0 \\ 0 & T(x_2) \end{bmatrix} \begin{bmatrix} P(x_1) & 0 \\ 0 & P(x_2) \end{bmatrix}$$ (15)

where $T(x_i) = p(x_i^p + \epsilon^p)^{1/p-2}$ and $P(x_i) = (p-1)x_i^p + \epsilon^p$.

It is well known that the convexity condition of a multi-variable $f(x_1, x_2)$ is the Hessian matrix being positive definite in the whole feasible region of $x$. For $p = 1$, $G(x_1, x_2)$ is positive.
define for positive $\epsilon$. That is to say, $\ell_{1,\epsilon}$-norm is convex with $\epsilon > 0$. For $0 < p < 1$, to make $G(x_1, x_2)$ positive definite, the terms of both $P(x_1)$ and $P(x_2)$ must be greater than zero for all values of $x$. Mathematically, $\epsilon$ satisfies:

$$
\begin{align*}
(p - 1)x_1^2 + c^2 > 0 \\
(p - 1)x_2^2 + c^2 > 0
\end{align*}
$$

(16)

which leads to $\epsilon > \sqrt{1 - p} \max(a, b) = \sqrt{1 - p} \|x\|_\infty$. Hence, the $\ell_{p,\epsilon}$-norm of $x$ is convex with $\epsilon > \sqrt{1 - p} \|x\|_\infty$ for $0 < p \leq 1$. Now, we prove that the $\ell_{p,\epsilon}$-norm is the lower bound of $\ell_p$-norm via constructing:

$$
g(x_1, x_2) = \|x\|_{p,\epsilon}^p - \|x\|^p
= (x_1 + \epsilon)^p - \epsilon^p - x_1^p
+ (x_2 + \epsilon)^p - \epsilon^p - x_2^p.
$$

(17)

For $p = 1$, it is easy to get:

$$
h(x_1, x_2) = (x_1 + \epsilon) - \epsilon - x_1 + (x_2 + \epsilon) - \epsilon - x_2 = 0
$$

(18)

which means $\|x\|_{1,\epsilon}^p \leq \|x\|^p$ where the equal sign holds if and only if $x = 0$. For $0 < p < 1$, each partial derivative of $h(x_1, x_2)$ is:

$$
p \left( (x_i + \epsilon)^{p-1} - x_i^{p-1} \right)
$$

(20)

which is less than zero for $x_i > 0$, implying that $h(x_1, x_2) \leq h(0, 0) = 0$. Combining with $g(x_1, x_2) \leq h(x_1, x_2)$, we have $g(x_1, x_2) \leq 0$, indicating $\|x\|_{p,\epsilon}^p \leq \|x\|^p$ where the equal sign is satisfied if and only if $x = 0$. Hence, it has been proved that the $\ell_{p,\epsilon}$-norm is the lower convex envelope of $\ell_p$-norm with $\epsilon > \sqrt{1 - p} \|x\|_\infty$ for $0 < p \leq 1$.

**Lemma 3**: The $\ell_{p,\epsilon}$-norm satisfies following properties:

(i) $\ell_{p,\epsilon}$-norm is more robust to outliers than $\ell_p$-norm with $0 < p \leq 1$ and $\epsilon > \sqrt{1 - p} \|x\|_\infty$.

(ii) The unique minimum of the $\ell_{p,\epsilon}$-norm with $0 < p < 1$ and $\epsilon > \sqrt{1 - p} \|x\|_\infty$ is equivalent to the global solution to minimizing $\ell_{p,\epsilon}$-norm.

**Proof**: Before proving (i), we first introduce the definition of robustness. Robustness refers to the ability to deal with deviations from the distributional assumptions [33], [35], while outliers correspond to the data with large anomaly. Hence, a method which is robust to outliers means that it can achieve small performance loss even when the data largely deviate from the assumed model. Compared with $\ell_2$-norm that works perfectly in additive Gaussian noise, $\ell_1$-norm has better performance under impulsive noise as $\ell_1$-norm does not amplify outliers. To prove (i), we adopt the inequality of $(e^2 + e^2)^{p/2} - e^p < |e|^p$ for $0 < p \leq 1$. This means that $\ell_{p,\epsilon}$-norm has a stronger ability than $\ell_p$-norm to suppress outliers.

In (v) of Lemma 2, we have analyzed that $\ell_{p,\epsilon}$-norm is the lower bound of $\ell_p$-norm. For a residual $\epsilon$ related to outlier, it can be obtained that $(e^2 + e^2)^{p/2} - e^p < |e|^p$ for $0 < p \leq 1$. Hence, the $\ell_{p,\epsilon}$-norm has better performance than $\ell_p$-norm on robustness to outliers with $0 < p \leq 1$ and $\epsilon > \sqrt{1 - p} \|x\|_\infty$.

To prove (ii), we first define:

$$
f_p(x) = \sum_{i=1}^n |x_i|^p
$$

(21)

where $x$ is a vector with length $n$. Given a convex set $X$ of $x$, suppose $x^* \in X$ is the global solution to $\min_x f_p(x)$, we obtain:

$$
f_p(x^*) < f_p(x)
$$

(22)

where $x \in X$ but $x \neq x^*$. Because $x^*$ is the global solution, for $x_i$ with $i \in [1, n]$, we have:

$$
f_p(x_1^*, ..., x_i^*, ..., x_n^*) < f_p(x_1, ..., x_i, ..., x_n). \quad (23)
$$

Since $\partial f_p / \partial x_i > 0$ for $x_i > 0$, and $\partial f_p / \partial x_i < 0$ for $x_i < 0$, (23) leads to $|x_i| > |x_i^*|$. Moreover, according to the Property (i) of Lemma 2, we obtain:

$$
f(x_1^*, ..., x_i^*, ..., x_n^*) < f(x_1, ..., x_i, ..., x_n). \quad (24)
$$

This results in $f(x^*) < f(x)$, indicating that $x^*$ is the minimizer of $\min_x f_p(x)$. Moreover, since $f(x)$ is convex, $x^*$ is the unique minimizer. Therefore, the unique minimizer of $\ell_{p,\epsilon}$-norm is equivalent to the global solution to minimizing $\ell_{p,\epsilon}$-norm.

**B. Comparison Between $\ell_{p,\epsilon}$-Norm and $\ell_p$-Norm**

Fig. 2 shows a comparison illustration between the $\ell_{p,\epsilon}$-norm and $\ell_p$-norm with $p = 1$ and $p = 0.5$. The left one indicates that $\ell_1$-norm is smooth. Moreover, $\ell_1$-norm is the lower bound of $\ell_1$-norm. As shown by the right one, there exists great diversity between $\ell_{0.5,\epsilon}$-norm and $\ell_{0.5}$-norm. The difference implies that $\ell_{0.5,\epsilon}$-norm has a better ability than $\ell_{0.5}$-norm to resist outliers. In addition, the $\ell_{0.5,\epsilon}$-norm is convex and has the same minimum as the $\ell_{0.5}$-norm.

**C. Existing Alternative Proposals of $\ell_p$-Norm**

Our $\ell_{p,\epsilon}$-norm is inspired by the prior work [41] which proposes a $\ell_p$-approximation:

$$
u_e(x) = \sum_{i=1}^n (x_i^2 + e^2)^{p/2}
$$

(25)

which is utilized to solve the best linear $\ell_p$-approximation of a function on a discrete point set for $p \in (1, 2)$. However, our $\ell_{p,\epsilon}$-norm based on the improvement of the prior $\ell_p$-approximation is to solve the problem caused by $\ell_p$-norm with $0 < p \leq 1$.

Another method to replace $\ell_p$-norm is proposed in [42]:

$$
|x|_p^p \approx \tanh(\gamma x)
$$

(26)

where $\gamma > 0$ adjusts the approximate accuracy. However, this method focuses on approximating $\ell_1$-norm, which does not solve the nonconvex problem of $\ell_p$-norm with $0 < p < 1$. 
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IV. $\ell_{p,\epsilon}$-NORM FOR ROBUST TENSOR COMPLETION

To facilitate the presentation, we first review the low-rank matrix completion problem, which aims to recover a low-rank matrix from a partially observed matrix, formulated as:

$$
\min_{M} \text{rank}(M) \\
\text{s.t. } M \odot \Omega = Y_{\Omega}
$$

(27)

where $Y_{\Omega} \in \mathbb{R}^{m \times n}$ is an observed matrix with missing entries, $\Omega$ is a binary matrix in which 1 and 0 mean that the corresponding entries in $Y_{\Omega}$ are available and missing, respectively. Unfortunately, minimizing rank is a NP-hard problem since the rank function is discrete and nonconvex. There are two popular approaches to solve (27), namely nuclear norm minimization [43], [44] and matrix factorization [45], [46]. The matrix factorization scheme can avoid computing singular value decomposition [45], which acquires a lower computational complexity than nuclear norm minimization, corresponding to the following problem:

$$
\min_{M} \| (UV) \odot \Omega - Y_{\Omega} \|_F^2
$$

(28)

where $U \in \mathbb{R}^{m \times r}$ and $V \in \mathbb{R}^{r \times n}$ with $r$ being the rank of the target matrix. After obtaining $U$ and $V$, the target matrix is computed as $M = UV$.

According to the matrix completion formulation, the low-rank tensor completion problem can be written as:

$$
\min_{M} \text{rank}(M) \\
\text{s.t. } M \odot \Omega = Y_{\Omega}
$$

(29)

where $Y_{\Omega} \in \mathbb{R}^{I_1 \times \cdots \times I_n}$ is a partially observed tensor. Herein, $\Omega$ is a binary tensor having the same dimensions with $Y_{\Omega}$. Inspired by matrix factorization approach, Wang et al. have proposed utilizing TR decomposition to solve low-rank tensor completion [34], leading to the following optimization problem:

$$
\min_{\mathbf{X}_i; i=1,\ldots,n} \| U(\mathbf{X}_1 \cdots \mathbf{X}_n) \odot \Omega - Y_{\Omega} \|_F^2.
$$

(30)

where $\mathbf{X}_i \in \mathbb{R}^{R \times I_i \times \cdots \times I_n}$ and $R$ is the predefined TR rank. However, impulsive noise appears in many practical scenarios [36], such as imperfection in sensors and communication channels. It is well known that $\ell_2$-space optimization works well in the noiseless and Gaussian noise cases [47], while the performance of $\ell_2$-space optimization will significantly deteriorate in the presence of outliers. One popular method to resist outliers is to employ $\ell_p$-norm ($0 < p < 2$). Whereas the $\ell_p$-norm is nonsmooth and nonconvex with $0 < p \leq 1$. Nonsmoothness introduces difficulty to optimize, and nonconvexity cannot guarantee the global solution.

In order to suppress impulsive noise, we apply the $\ell_{p,\epsilon}$-norm instead of the $\ell_p$-norm in (30):

$$
\min_{\mathbf{X}_i; i=1,\ldots,n} \| U(\mathbf{X}_1 \cdots \mathbf{X}_n) \odot \Omega - Y_{\Omega} \|_{p,\epsilon}.
$$

(31)

Since (31) includes $n$ tensor variables, we adopt BCD [48], [49] as the solver. The BCD method cyclically optimizes one $\mathbf{X}_i$ at each iteration while fixing the remaining variables:

$$
\mathbf{X}_1^{k+1} = \arg \min_{\mathbf{X}_1} \| U(\mathbf{X}_1 \mathbf{X}_2 \cdots \mathbf{X}_n) \odot \Omega - Y_{\Omega} \|_{p,\epsilon},
$$

$$
\mathbf{X}_2^{k+1} = \arg \min_{\mathbf{X}_2} \| U(\mathbf{X}_1^{k+1} \mathbf{X}_2 \cdots \mathbf{X}_n) \odot \Omega - Y_{\Omega} \|_{p,\epsilon},
$$

$$
\vdots
$$

$$
\mathbf{X}_n^{k+1} = \arg \min_{\mathbf{X}_n} \| U(\mathbf{X}_1^{k+1} \mathbf{X}_2^{k+1} \cdots \mathbf{X}_n) \odot \Omega - Y_{\Omega} \|_{p,\epsilon},
$$

(32)

where $k$ represents the iteration number in the BCD scheme. It can be seen from (32) that $n$ subproblems have the same structure. Therefore, we focus on one of them, say, $\mathbf{X}_i$, without loss of generality. According to Lemma 1, minimizing $\mathbf{X}_i$ can be rewritten as:

$$
\mathbf{X}_i^{k+1} = \arg \min_{\mathbf{X}_i} \| U(\mathbf{X}_i \mathbf{X}_i^k) \odot \Omega^{P_i} - Y_{\Omega}^{P_i} \|_{p,\epsilon},
$$

(33)

where $\mathbf{X}_i \in \mathbb{R}^{R \times (I_{i+1} \cdots I_n) \times I_i}$ and $P_i = \{ j \mid j \neq i \}$. Then, based on mode-$i$ unfolding,
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Fig. 2. $\ell_{p,\epsilon}$-norm and $\ell_p$-norm in one-dimensional case. Left: $\epsilon = \sqrt{\frac{1-p}{p}} \max(x) + 10^{-2} = 10^{-2}$. Right: $\epsilon$ is calculated by $\epsilon = \sqrt{\frac{1-p}{p}} \max(x) + 10^{-2} = \sqrt{0.5} \times 10 + 10^{-2} = 7.081.$
Algorithm 1: $\ell_{p,\epsilon}$-RTCR.

**Input:** Tensor with missing entries $Y_{\Omega} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_n}$, binary tensor $\Omega \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_n}$, TR rank $R$.

**Initialize:** Randomize $\mathbf{X}_{i} = \mathbb{E}^{R \times I_1 \times R}$ with $i \in [1, n]$.

for $k = 1, 2, \cdots$

for $i = 1 : n$

for $\delta_i = 1 : I_i$

1) Utilize Algorithm 3 to calculate $X_{i}^{k+1} (i, \delta_i : \cdot) = \arg \min_{X_{i}^{k+1}} ||A \text{vec}(X_{i}^{k+1}) - y_{\Omega_{\delta_i}}||_F^p$.

end for

end for

Stop if stopping criterion is met.

end for

**Output:** $\mathcal{M} = U(\mathbf{X}_1^{k+1} \mathbf{X}_2^{k+1} \cdots \mathbf{X}_n^{k+1})$

(34) is equivalent to the following matrix completion problem:

$$X_{i}^{k+1} = \arg \min_{X_{i}^{k+1}} ||U(\mathbf{X}_{i}^{k+1})_{[i]} \odot \Omega_{[i]}^{p} - Y_{\Omega_{[i]}^{p}}||_F^p.$$  

(34)

Since $\mathbf{X}_{i}$ can be decomposed into $I_i$ lateral slices, denoted as $\mathbf{X}_{i} (i, \delta_i : \cdot)$ with $0 < \delta_i < I_i$, (34) can be split into $I_i$ subproblems:

$$X_{i}^{k+1} (i, \delta_i : \cdot) = \arg \min_{X_{i}^{k+1}} ||U(\mathbf{X}_{i}^{k+1})_{[i]} \odot \Omega_{[i]}^{p} (\delta_i, \cdot) - Y_{\Omega_{[i]}^{p}} (\delta_i, \cdot)||_F^p.$$  

(35)

Note that all of $U(\mathbf{X}_{i}^{k+1})_{[i]} \Omega_{[i]}^{p} (\delta_i, \cdot)$, $Y_{\Omega_{[i]}^{p}} (\delta_i, \cdot)$ and $Y_{\Omega_{[i]}^{p}} (\delta_i, \cdot)$ are vectors. Because the result of (35) is only influenced by the observed entries, (35) is equivalent to:

$$X_{i}^{k+1} (i, \delta_i : \cdot) = \arg \min_{X_{i}^{k+1}} ||U(\mathbf{X}_{i}^{k+1})_{[i]} \odot \Omega_{[i]}^{p} (\delta_i, \cdot) - Y_{\Omega_{[i]}^{p}} (\delta_i, \cdot)||_F^p.$$  

(36)

Wherein $\mathbf{X}_{i}^{k+1} = \mathbb{R}^{R \times I_1 \times R}$ and $Y_{i}^{k+1} = \mathbb{R}^{R \times I_1 \times R}$ include the observed entries of $\mathbf{X}_{i}^{k+1}$ and $Y_{i}^{k+1}$, respectively, where $\Omega_{i}$ is the subset of $\Omega_{[i]}^{p} (\delta_i, \cdot)$, and only contains entries of 1. The tensor $\mathbf{X}_{i}^{k+1} (i, \delta_i : \cdot) = \mathbb{R}^{R \times I_1 \times R}$ can be represented by a matrix $X_{i}^{k+1} = \mathbb{R}^{R \times I_1 \times R}$.

Then, based on (11), (36) can be rewritten as a sum of all entries, leading to:

$$X_{i}^{k+1} (i, \delta_i : \cdot) = \arg \min_{X_{i}^{k+1}} ||X_{i}^{k+1} (i, \delta_i : \cdot) - Y_{\Omega_{i}} (j)||_F^p.$$  

(37)

**Lemma 4:** Suppose $A \in \mathbb{R}^{I_1 \times I_2}$ and $B \in \mathbb{R}^{I_2 \times I_1}$, we have:

$$tr(A \times B) = vec((B^T)^T) vec(A).$$  

(38)

According to Lemma 4, (37) can be simplified as:

$$X_{i}^{k+1} (i, \delta_i : \cdot) = \arg \min_{X_{i}^{k+1}} ||A \text{vec}(X_{i}^{k+1}) - y_{\Omega_{i}}||_F^p.$$  

(39)

where $A \in \mathbb{R}^{n \times R^2}$ and $A (j, : \cdot) = vec(X_{i}^{k+1} (j, : \cdot))^T$ with $j \in [1, \Omega_{i}]$. In our work, (39) is called $\ell_{p,\epsilon}$-RLR. In the next section, we propose two efficient methods to solve $\ell_{p,\epsilon}$-RLR.

The robust TR completion ($\ell_{p,\epsilon}$-RTCR) is summarized in Algorithm 1. The stopping condition depends on the tolerance parameter:

$$\eta = \frac{||U(X_{1}^{k+1}X_{2}^{k+1} \cdots X_{n}^{k+1})_{[1]} - U(X_{1}^{k}X_{2}^{k} \cdots X_{n}^{k})_{[1]}||_F^2}{||U(X_{1}^{k}X_{2}^{k} \cdots X_{n}^{k})_{[1]}||_F^2}.$$  

(40)

When $\eta < 10^{-4}$ is reached, we terminate the algorithm. Our experiments show that the proposed algorithm usually converges within a dozen iterations. To facilitate proving the local convergence of Algorithm 1, we define a cost function:

$$C(X_{1}, \cdots, X_{i}, \cdots, X_{n}) = ||U(X_{1} \cdots X_{i} \cdots X_{n}) \odot \Omega - Y_{\Omega_{i}}||_F^p.$$  

(41)

Then we prove that $\ell_{p,\epsilon}$-RTCR keeps $C(X_{1}, \cdots, X_{i}, \cdots, X_{n})$ nonincreasing.

**Proof:**

$$C(X_{1}^{k+1}, \cdots, X_{i}^{k+1}, \cdots, X_{n}^{k+1}) - C(X_{1}, \cdots, X_{i}, \cdots, X_{n})=$$

$$= C(X_{1}^{k+1}, X_{2}^{k+1}, \cdots, X_{n}^{k}) - C(X_{1}^{k}, X_{2}, \cdots, X_{n})$$

$$+ \cdots$$

$$+ C(X_{1}^{k+1}, \cdots, X_{n}^{k+1}) - C(X_{1}^{k}, \cdots, X_{n}^{k})$$

$$+ \cdots$$

$$+ C(X_{1}^{k+1}, \cdots, X_{n}^{k+1}) - C(X_{1}^{k+1}, \cdots, X_{n}^{k+1}).$$  

(42)

We know that each block $X_{i}$ is updated by the same scheme, namely (39). If $C(X_{1}^{k+1}, \cdots, X_{i}^{k+1}, \cdots, X_{n}^{k}) - C(X_{1}^{k+1}, \cdots, X_{i}, \cdots, X_{n}) \leq 0$ holds, we can obtain $C(X_{1}^{k+1}, \cdots, X_{i}, \cdots, X_{n}) \leq 0$. Problem (39) is a convex optimization problem because $||\cdot||_F^p$ with $0 < p < 2$ is a convex operator. In addition, $X_{i}^{k+1}$ is determined from Algorithm 3, and the convergence of Algorithm 3 is guaranteed. Thus, $X_{i}^{k+1}$ minimizes $C(X_{1}^{k+1}, \cdots, X_{i}^{k+1}, \cdots, X_{n})$, resulting in $C(X_{1}^{k+1}, \cdots, X_{n}^{k+1}) - C(X_{1}^{k+1}, \cdots, X_{n}^{k}) \leq 0$. Therefore, $C(X_{1}^{k+1}, \cdots, X_{n}^{k+1}) \leq 0$, which implies that $C(X_{1}, \cdots, X_{i}, \cdots, X_{n})$ is nonincreasing. It is clear that the loss function is upper bounded by $C(X_{1}, \cdots, X_{i}, \cdots, X_{n})$ while $C(X_{1}, \cdots, X_{n})$ is lower bounded by 0. Given that (31) is a nonconvex optimization problem, the local convergence of $\ell_{p,\epsilon}$-RTCR is thus guaranteed.

V. $\ell_{p,\epsilon}$-NORM FOR ROBUST LINEAR REGRESSION

In this section, two efficient approaches are presented to solve the $\ell_{p,\epsilon}$-RLR problem, namely GD-$\ell_{p,\epsilon}$-norm and ADMM-$\ell_{p,\epsilon}$-norm. We first use a concise expression to replace (39), leading to:

$$\min f(x) = \min ||Ax - y||^p_F$$  

(43)

where $A \in \mathbb{R}^{m \times n}$, $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^m$. 
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Algorithm 2: GD-$\ell_{p,e}$-Norm.

**Input:** $A, y$ and $\mu$

**Initialize:** randomize $x^1$

for $t = 1, 2, \ldots$ do

1) adjust $\epsilon = \sqrt{\frac{1}{t+1}}\|Ax^t - y\|_{\infty} + 10^{-2}$
2) compute $\nabla f(x^t)$
3) $x^{t+1} = x^t - \mu \nabla f(x^t)$

Stop if stopping criterion is met.

end for

**Output:** $\hat{x} = x^{t+1}$

### A. GD-Based Method

Since (43) is an unconstrained and convex optimization problem with $0 < p < 2$, the simplest scheme is GD [50], [51]. For (43), the gradient of $f(x)$ is:

$$\nabla f(x) = pA^Ty$$

(44)

where $g \in \mathbb{R}^m$ and $g_i = \left((a^T_i x - y_i)^2 + e^2\right)^{p/2-1}(a^T_i x - y_i)$ is the $i$th entry of $g$ with $a^T_i x$ and $y_i$ being the $i$th row of $A$ and $i$th entry of $y$, respectively. The GD utilizes the negative direction of $\nabla f(x)$ to optimize $x$ with step size $\mu$. Algorithm 2 summarizes the GD-$\ell_{p,e}$-norm method.

In our study, the stopping condition is:

$$\frac{\|x^{t+1} - x^t\|^2_2}{\|x^t\|^2_2} \leq 10^{-8}.$$  

(45)

The GD method is a traditional technique such that the convergence of GD has been analyzed by lots of prior works. One famous book written by Boyd and Vandenberghe provides the detailed proof of the convergence [51].

### B. ADMM-Based Method

It is known that ADMM is a simple and powerful method to solve constrained convex optimization problems since it inherits the merits of dual ascent and augmented Lagrangian algorithms, namely the decomposability of dual ascent and the superior convergence property of augmented Lagrangian. Furthermore, the high efficiency of ADMM in the big-scale problem has been revealed [52].

To adopt ADMM, it requires converting the unconstrained problem (43) to a constrained problem via introducing $e = Ax - y$, leading to:

$$\min_{x,e} \|e\|_{p,e}^p + \langle A, Ax - y - e \rangle$$

s.t. $e = Ax - y$.  

(46)

Then, the augmented Lagrangian of (46) is:

$$\mathcal{L}_\lambda(x, e, A) = \|e\|_{p,e}^p + \langle A, Ax - y - e \rangle + \lambda \|Ax - y - e\|^2_p.$$  

(47)

where $A \in \mathbb{R}^{m}$ contains the Lagrange multipliers and $\lambda > 0$ is penalty parameter. According to the dual ascent method, (47) can be solved by iterative updating with the following strategy:

$$(x^{t+1}, e^{t+1}) := \arg \min_{x,e} \mathcal{L}_\lambda(x, e, A)$$  

(48)

$$\Lambda^{t+1} = \Lambda^t + \lambda (Ax^{t+1} - y - e^{t+1}).$$

(49)

Yet, dual ascent cannot directly solve (48) since it is minimized with respect to two optimization variables. To solve this issue, ADMM which adopts the alternating direction approach to update $x$ and $e$ is applied, consisting of the following iterations:

$$x^{t+1} := \arg \min_x \mathcal{L}_\lambda(x, e^t, A^t)$$  

(50)

$$e^{t+1} := \arg \min_e \mathcal{L}_\lambda(x^{t+1}, e, A^t)$$  

(51)

$$\Lambda^{t+1} = \Lambda^t + \lambda (Ax^{t+1} - y - e^{t+1}).$$

(52)

The subproblem (50) is equivalent to the following $\ell_2$-norm minimization problem:

$$\min_x \left\|Ax - (y + e^{t+1} - \Lambda_t)\right\|_2^2$$

(53)

which has a closed-form solution: $x^{t+1} = A^t(y + e^{t+1} - \Lambda_t)$.

For subproblem (51), it can be simplified as:

$$\min_e \frac{1}{\lambda} \|e\|_{p,e}^p + \frac{1}{2} \|e - z^t\|^2_2$$

(54)

where

$$z^t = Ax^{t+1} - y + \frac{\Lambda^t}{\lambda}.$$  

(55)

It is easy to reveal that (54) can be decomposed into $m$ independent scalar problems:

$$\min_{e_i} \sum_{i=1}^{m} \left[ \frac{1}{\lambda} \left( (e_i^2 + e^2)^{p/2} - e^p \right) + \frac{1}{2} (e_i - z_i^t)^2 \right]$$

(56)

where $e_i$ and $z_i^t$ are the $i$th entry of $e$ and $z^t$, respectively. To the best of our knowledge, it is the first time to propose the problem (56) which has not been solved with $0 < p \leq 1$. To tackle (56), we first define:

$$J(e_i) = \frac{1}{\lambda} \left( (e_i^2 + e^2)^{p/2} - e^p \right) + \frac{1}{2} (e_i - z_i^t)^2$$

(57)

then the minimizer of $\min_{e_i} J(e_i)$ can be calculated via:

$$J'(e_i) = p\frac{e_i e_i + \epsilon^2 + e^2)^{p/2-1} + e_i - z_i^t}.$$  

(58)

For $z_i^t \neq 0$, it is found that $J'(|z_i^t|) > 0$ and $J'(-|z_i^t|) < 0$. That is to say, $J'(|z_i^t|)J'(-|z_i^t|) < 0$ which means that the root of $J'(e_i) = 0$ lies in $[-|z_i^t|, |z_i^t|]$. Moreover, the second derivative of $J(e_i)$ is:

$$J''(e_i) = p\frac{\epsilon_i^2 + e^2)^{p/2-1} - (p - 1)\epsilon_i^2 + e^2} + 1.$$  

(59)

According to the Property (v) of $\ell_{p,e}$-norm, $(p - 1)\epsilon_i^2 + e^2 > 0$ under a given $\epsilon$. Hence, $J''(e_i) > 0$ holds for $e_i \in [-|z_i^t|, |z_i^t|]$ which implies that $J'(e_i)$ is monotonically increasing in $[-|z_i^t|, |z_i^t|]$. Therefore, the root of $J'(e_i) = 0$ is unique in $[-|z_i^t|, |z_i^t|]$, and can be quickly calculated via the bisection method with a complexity of $O(1)$ [55], [56]. On the other
Algorithm 3: ADMM-$\ell_{p,e}$-Norm.

**Input:** $A$, $y$ and $\lambda$

**Initialize:** randomize $e^0$ and $A^0$

**for** $t = 1, 2, \cdots$ **do**

1) $x^{t+1} = A^{-1}(y + e^t - \frac{A^t}{\lambda})$
2) calculate $z^t = Ax^{t+1} - y + \frac{A^t}{\lambda}$
3) adjust $\epsilon = \sqrt{1 - p} \max(\|e^t\|_\infty, \|z^t\|_\infty) + 10^{-2}$
4) $e^{t+1} := \arg \min_{e} L_\lambda(x^{t+1}, e, A^t)$
5) $A^{t+1} = A^t + \lambda(Ax^{t+1} - y - e^{t+1})$

**Stop** if stopping criterion is met.

**end for**

**Output:** $\bar{x} = x^{t+1}$

hand, for $z^t_i = 0$, the minimizer and the minimum of $J(e^t)$ are obviously 0.

For $1 < p < 2$, (56) is the same as the standard $\ell_p$-norm problem. Then, $J(e^t)$ is simplified as:

$$J(e^t) = \frac{1}{\lambda} |e^t|^p + \frac{1}{2} (e^t - z^t)^2$$

which has been tackled [57]:

$$e^t_i = \begin{cases} \arg \min_{e \in [0, e^t_i]} J(e^t), & \text{if } z^t_i \geq 0 \\ \arg \min_{e \in [0, e^t_i]} J(e^t), & \text{if } z^t_i < 0 \end{cases}$$

where $e^t_i$ and $e^t_i$ are the solutions corresponding to $J(e^t)$ in the cases of $z^t_i \geq 0$ and $z^t_i < 0$, respectively. For $z^t_i \geq 0$, $J'(e^t)$ is monotonically increasing in $[0, +\infty)$. Furthermore, $J'(0) < 0$ and $J'(z^t_i) > 0$ indicate that a unique root $e^t_i$ lies in $[0, z^t_i]$, and can be found by the bisection method. In the same manner, the unique root $e^t_i \in [z^t_i, 0]$ is obtained from solving $J'(e^t) = 0$ for $z^t_i < 0$ via the bisection approach as well since $J'(e^t)$ monotonically increases in $[z^t_i, 0]$, and $J'(0), J'(z^t_i) < 0$.

For (52), the gradient of $L_\lambda(x^{t+1}, e^{t+1}, A)$ with respect to $A$ is

$$\frac{\partial L_\lambda(x^{t+1}, e^{t+1}, A)}{\partial A} = Ax^{t+1} - y - e^{t+1}. \tag{62}$$

In summary, ADMM solves the dual problem of (47):

$$\max_{A} \min_{x, e} L_\lambda(x, e, A). \tag{63}$$

The ADMM-$\ell_{p,e}$-norm method is summarized in Algorithm 3. The stopping criterion is the same as that of Algorithm 2.

Regarding ADMM analysis, the theoretical convergence of closed, proper and convex functions has been proved in [52]. The $\ell_{p,e}$-norm with $0 < p < 2$ is also closed, proper, and convex. In addition, it has been reported that employing ADMM to optimize the function with more than two variables may not ensure convergence [53]. Whereas ADMM-$\ell_{p,e}$-norm just updates two parameters, namely $x$ and $e$. Therefore, the convergence of the ADMM-$\ell_{p,e}$-norm is guaranteed.

C. Parameter Setting

We first discuss the step size $\mu$ of the GD-$\ell_{p,e}$-norm. If $\mu$ is large, the algorithm will oscillate rather than converge. Conversely, if $\mu$ is small, the algorithm requires a large number of iterations to converge. Hence, two schemes to optimize $\mu$ in each iteration are proposed, including exact line search and backtracking line search [51]. Both aim to search for a relatively appropriate $\mu$. However, GD-$\ell_{p,e}$-norm is not adopted to solve $\ell_p$-RTRC, because it is difficult to select an appropriate $\mu$ in practice. The reason is that large size of $A$ in tensor completion results in very large magnitude of the gradient, which makes convergence precision extremely sensitive to $\mu$. For instance, a change of $10^{-5}$ in $\mu$ may affect the convergence precision, while $10^{-4}$ can cause oscillation.

Regarding the penalty parameter $\lambda$ of ADMM-$\ell_{p,e}$-norm, through our experiments, we have found that $\lambda$ can be flexibly selected as a constant throughout the iterative process. Nevertheless, the algorithm with a smaller $\lambda$ will converge faster than that with a larger $\lambda$. On the other hand, it has been suggested that a time-varying $\lambda$ can speed up convergence [52], [54]. But the convergence of ADMM with varying $\lambda$ has not been proved. Therefore, a fixed value of $\lambda$ is adopted.

D. Computational Complexity

For the GD-$\ell_{p,e}$-norm method, the computational complexity is $O(Tmn)$ where $T$ is the iteration number. Whereas the ADMM-$\ell_{p,e}$-norm has a higher computational complexity: $O(Tm^2n)$ because it needs to calculate the inverse of $A$. If RLR is solved by two popular approaches, namely, iteratively reweighted least squares-based $\ell_p$-norm (IRLS-$\ell_p$-norm) and ADMM-$\ell_p$-norm, their computational complexities are $O(Tm^2n)$.

VI. SIMULATION RESULTS

All simulations are run on a computer with 3.2 GHz CPU and 16 GB memory.

A. Comparison Between $\ell_{p,e}$-Norm and $\ell_p$-Norm

We first compare the two proposed algorithms with the variants based on $\ell_p$-norm to tackle RLR. The results are based on synthetic random data. The entries of $A \in \mathbb{R}^{5000 \times 20}$ and $x \in \mathbb{R}^{20}$ obey the standard Gaussian distribution. The independent noise vector $n \in \mathbb{R}^{5000}$ is generated according to the Gaussian mixture model (GMM) noise whose probability density function is:

$$p_n(v) = \sum_{i=1}^{2} \frac{c_i}{\sqrt{2\pi}\sigma_i} \exp \left( -\frac{v^2}{2\sigma_i^2} \right) \tag{64}$$

where $c_1 + c_2 = 1$ with $0 < c_i < 1$ and $\sigma_i^2$ is variance. To simulate impulsive noise, $\sigma_i^2 \gg \sigma_j^2$ and $c_2 < c_1$ are used, which means that large noise samples with $\sigma_2^2$ and $c_2$ are mixed in Gaussian background noise with small variance $\sigma_1^2$. In our simulations, we set $\sigma_2^2 = 100\sigma_1^2$ and $c_2 = 0.1$. The signal-to-noise ratio
\( \text{SNR} = \frac{\|x\|_2^2}{\text{dim}(x)\sigma_x^2} \)  \hspace{1cm} (65)\

where \( \sigma_x^2 = \sum_i c_i \sigma_i^2 \) is the total noise variance. The observed vector \( y \) is generated using \( Ax + n \). The target is to restore \( x \) given \( A \) and \( y \). Performance is evaluated by the mean square error (MSE), defined as

\[
\text{MSE}(\hat{x}) = \mathbb{E} \left\{ \frac{\|x - \hat{x}\|_2^2}{\|x\|_2^2} \right\} \hspace{1cm} (66)
\]

where \( \hat{x} \) is the recovered vector, and MSE is based on 100 independent trials.

Fig. 3 depicts the convergence performance of ADMM-\( \ell_{p,c} \)-norm, GD-\( \ell_{p,c} \)-norm, ADMM-\( \ell_{p} \)-norm and IRLS-\( \ell_{p} \)-norm with \( p = 1 \) in additive GMM noise of SNR=3 dB. The steady-state MSEs of ADMM-\( \ell_{p,c} \)-norm and GD-\( \ell_{p,c} \)-norm are 0.006 113 and 0.007 198, respectively. The ADMM-\( \ell_{p} \)-norm and IRLS-\( \ell_{p} \)-norm have a similar steady-state MSE of 0.009 474. Thus, the \( \ell_{1,c} \)-norm has better performance on robustness against outliers than \( \ell_1 \)-norm owing to Property (i) of Lemma 3. Compared with the GD-\( \ell_{p,c} \)-norm, the convergence rate of ADMM-\( \ell_{p,c} \)-norm is faster.

Fig. 4 evaluates the performance of the four approaches at \( 0 < p < 1 \) and 3 dB GMM noise where 100 convergence curves are plotted. Compared with the ADMM-\( \ell_{p,c} \)-norm and IRLS-\( \ell_{p} \)-norm, the ADMM-\( \ell_{p,c} \)-norm and GD-\( \ell_{p,c} \)-norm have an overwhelming advantage. The reason is that \( \ell_{p,c} \)-norm with \( 0 < p < 1 \) is non-convex, so it cannot search for the global solution in every trial, which results in 100 inconsistent steady-state MSEs. In contrast, \( \ell_{p,c} \)-norm with \( 0 < p < 1 \) is convex such that ADMM-\( \ell_{p,c} \)-norm and GD-\( \ell_{p,c} \)-norm converge to the same MSE value each time.

**Selection of \( p \):** Based on the above simulation, we then study the choice of \( p \) at different levels of GMM noise. Table I depicts the effect of \( p \) on the recovery accuracy under different SNRs. It can be seen that \( p = 1.4 \) has the best performance for weak outliers. When the SNR of GMM noise goes down to 15 dB and 12 dB, \( p = 1.2 \) is the best. As the SNR continues to decrease, \( p = 1.0 \) results in the best performance. While \( p = 0.8 \) outperforms other values at SNR=6 dB. For the strongest outliers, it requires \( p = 0.6 \) to obtain the best performance. In short, when the outliers are stronger, the value of \( p \) is required to be smaller.

**B. Color Image Inpainting With Salt-and-Pepper Noise**

The first application of low-rank tensor completion is color image inpainting, which is inspired by the widespread use of low-rank matrix completion. In fact, an image may not be fully captured due to damage to the photosensitive device or the shadow from other objects. In addition, the image data will be mixed with impulsive noise during wireless transmission. We know that low-rank matrix completion can deal with grayscale images represented as matrices. Compared with grayscale images, color images have RGB channels. Hence, a color image can be viewed as a 3rd-order tensor. In this section, two color images are examined: Windows(480 × 500 × 3) and Einstein(600 × 600 × 3). To measure the performance of the recovered images, two evaluation indices are utilized, namely peak SNR (PSNR) and structural similarity (SSIM). We directly use the MATLAB commands, namely, ‘psnr(recovered, original)’ and ‘ssim(recovered, original)’. Larger values of PSNR and SSIM mean that the recovery performance is better. Five existing approaches are compared with our ADMM-\( \ell_{p,c} \)-RTRC, including tensor ring completion (TRC) [34], fast low rank tensor completion (FaLRTC) [6], simple low rank tensor completion (SiLRTC) [6], ADMM-t-SVD [30], \( \ell_p \)-PARAFAC [37] and IR-t-SVD [38]. In the field of image processing, salt-and-pepper noise is a popular impulsive model and therefore it is added to the incomplete image. Salt-and-pepper noise is generated by the command ‘imnoise(\( X \), ‘salt & pepper’, \( \rho \)’) in MATLAB where \( X \) is the image tensor, \( \rho \) is the normalized noise intensity. The relationship between \( \rho \) and SNR is \( \rho = 1/\text{SNR} \).

Fig. 5 depicts the performance of seven methods with 70% data loss and 5 dB salt-and-pepper noise. The case of high intensity salt-and-pepper noise is shown in Fig. 6 where the missing ratio is still 70%, but SNR becomes 2 dB. Combining Figs. 5 and 6, it can be seen that the ADMM-\( \ell_{p,c} \)-RTRC can effectively restrain outliers according to slight changes of PSNR and SSIM from 5 dB to 2 dB salt-and-pepper noise. TRC utilizes Frobenius norm so as to have severe degradation when the intensity of salt-and-pepper noise becomes strong. For FaLRTC, SiLRTC and ADMM-t-SVD, these three methods are not designed for noisy situations, hence their performance is unsatisfactory no matter whether the salt-and-pepper noise is weak or strong. It can be observed from Fig. 5 that the images recovered by FaLRTC, SiLRTC and ADMM-t-SVD still retain outliers. Moreover, \( \ell_p \)-PARAFAC and IR-t-SVD employ \( \ell_p \)-norm to resist outliers, but their results are still worse than that

<table>
<thead>
<tr>
<th>SNR</th>
<th>( p = 0.6 )</th>
<th>( p = 0.8 )</th>
<th>( p = 1.0 )</th>
<th>( p = 1.2 )</th>
<th>( p = 1.4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>18dB</td>
<td>0.000621</td>
<td>0.000514</td>
<td>0.000465</td>
<td>0.000376</td>
<td>0.000312</td>
</tr>
<tr>
<td>15dB</td>
<td>0.000942</td>
<td>0.001005</td>
<td>0.000914</td>
<td>0.000994</td>
<td></td>
</tr>
<tr>
<td>12dB</td>
<td>0.002621</td>
<td>0.001169</td>
<td>0.001562</td>
<td>0.001373</td>
<td>0.002511</td>
</tr>
<tr>
<td>9dB</td>
<td>0.003071</td>
<td>0.002669</td>
<td>0.002461</td>
<td>0.003424</td>
<td>0.004981</td>
</tr>
<tr>
<td>6dB</td>
<td>0.004322</td>
<td>0.003908</td>
<td>0.004186</td>
<td>0.005791</td>
<td>0.011644</td>
</tr>
<tr>
<td>3dB</td>
<td>0.004887</td>
<td>0.005482</td>
<td>0.006112</td>
<td>0.008812</td>
<td>0.013732</td>
</tr>
</tbody>
</table>
Fig. 4. MSE versus iteration number in GMM noise at SNR = 3 dB with $0 < p >$ where the performance of 100 trials is plotted by ADMM-$\ell_p, \epsilon$-norm, GD-$\ell_p, \epsilon$-norm, ADMM-$\ell_p$-norm and IRLS-$\ell_p$-norm.

Fig. 5. Performance of different approaches with 70% randomly missing data and SNR = 5 dB salt-and-pepper noise.

Fig. 6. Performance of different approaches with 70% randomly missing data and 2 dB salt-and-pepper noise.

The impact of $p$ is studied in Fig. 7 which shows the PSNR versus $p$. We observe that the proposed algorithm has stable and other hand, the reason for poor performance of IR-t-SVD is that tensor tubal rank is only applicable to the outliers following the random tubal distribution.

of ADMM-$\ell_p, \epsilon$-RTRC. Furthermore, compared with FaLRTC, SiLRTC and ADMM-t-SVD, we see that $\ell_p$-PARAFAC is able to resist outliers, but it cannot ideally recover the image. The reason is that CP rank is not suitable for image data. On the
order. The investigated video is about gun shooting [34]. Its dimensions are $100 \times 260 \times 3 \times 85$ which means that it contains 85 color images. Since FaLRRTC, SiLRRTC, ADMM-t-SVD, $\ell_p$-PARAFAC and IR-t-SVD cannot reconstruct the video under a high intensity salt-and-pepper noise, their results are not reported.

Fig. 9 depicts the results recovered by ADMM-$\ell_p$-RTRC and TRC under the condition of 30% random observation ratio and 2 dB salt-and-pepper noise. We select 7 representative frames from 85 frames to illustrate the performance, that is, 1st frame, 15th frame, 29th frame, 43 rd frame, 57th frame, 71st frame, and 85th frame. It can be seen that the ADMM-$\ell_p$-RTRC can effectively resist outliers. The PSNRs in dB corresponding to the seven recovered frames are 21.2830, 21.6936, 22.2226, 22.6552, 22.7389, 22.8456 and 22.8703, respectively. On the other hand, the SSIMs of the seven recovered frames are 0.5723, 0.6083, 0.6654, 0.6972, 0.7180, 0.7338 and 0.7302, respectively. Compared with ADMM-$\ell_p$-TRC, the performance of TRC is not satisfactory.

D. Target Estimation With GMM Noise

In this subsection, we apply the proposed approach to deal with the source localization problem in bistatic MIMO radar. In practice, the complete data for the direction-of-departure (DOD) and direction-of-arrival (DOA) estimation may not be collected at the receiver front-end due to various reasons, such as temporarily broken-down transmit or receive antennas, sub-Nyquist sampling, or even intentionally forbidden antennas for energy saving purposes. Here, ADMM-$\ell_p$-RTRC is employed to recover the incomplete received data. Four existing methods are also included in this evaluation, which are high accuracy low rank tensor completion (HaLRRTC) [6], $\ell_p$-PARAFAC, accelerated proximal gradient line-search tensor completion (APGL-TC) [9] and fixed point iterative method for low n-rank tensor pursuit (FP-LRTC) [20].

We assume that the MIMO radar system has the following parameters:

- $M_t$ co-located antennas in the transmit array and $M_r$ co-located antennas in the receive array;
- $d_t$ and $d_r$ are the respective inter-element distances of antennas in the transmit and receive arrays;
- $K$ targets in the range-bin of interest;
- Matrix $S = [s_1, s_2, \ldots, s_M]^T \in \mathbb{R}^{M_t \times L}$ contains the $M_t$ narrowband transmit pulse waveforms, where $L$ is the number of samples per pulse period.
- $\{\beta_k\}$ with $k = 1, 2, \ldots, K$ are the radar cross section fading coefficients;
- $\{\theta_k\}$ with $k = 1, 2, \ldots, K$ are the DODs and DOAs corresponding to the transmit and receive array normal, respectively.

Then, the baseband received signal at the output of the receive array in the $q$th pulse after synchronization can be written as:

$$X_q = BS_q A^T S + N_q$$

(67)

where $X_q \in \mathbb{C}^{M_r \times L}$, $N_q \in \mathbb{C}^{M_r \times L}$ is GMM noise matrix, $S_q = \text{diag}(c_q)^T$ with $c_q = [\beta_{1q}, \ldots, \beta_{Kq}]$, $A = [a(\theta_1), \ldots, a(\theta_K)]^T \in \mathbb{C}^{M_t \times K}$ and $B = \ldots$
Fig. 9. Performance on video recovery by ADMM-$\ell_p$-RTRC and TRC with 70\% randomly missing data and SNR $= 2$ dB salt-and-pepper noise. The first row contains seven frames of the original video. The second row shows the corresponding missing and noisy frames. The results recovered by TRC are shown in the third row. The restored frames by ADMM-$\ell_1$-RTRC are represented in the bottom row.

Fig. 10. AMSE versus different GMM noise levels for different tensor completion methods with 30\% observation ratio.

Suppose that there are $Q$ pulses, the received signal can be organized as a 3rd-order tensor, denoted by $X \in \mathbb{C}^{M_r \times L \times Q}$. The low-rank tensor completion in the DOD and DOA estimation problem assumes that the received signal $X$ is incomplete. Hence, it requires estimating a received signal $\hat{X}$ based on the incomplete measurements, and then utilizes $\hat{X}$ to estimate $\{\theta_k\}$ and $\{\phi_k\}$. In the estimation process, the matched-filter output is:

$$ Y(\cdot, \cdot, q) = \hat{X}(\cdot, \cdot, q)S^H \tag{69} $$

Then, $\{\theta_k\}$ and $\{\phi_k\}$ are estimated based on $Y$ by the conventional PARAFAC method [8].

In our simulation, $\lambda = 0.3$, $M_t = M_r = 30$, $Q = L = 128$, $K = 5$, $\theta = [10^\circ, 20^\circ, 30^\circ, -10^\circ, 0^\circ]$, $\phi = [25^\circ, -30^\circ, -15^\circ, 15^\circ, 5^\circ]$ and observation ratio is 30\% which means that only 30\% data of $X$ is collected. To evaluate performance, average mean square error (AMSE) between the estimated and true values is adopted:

$$ \text{AMSE} = \frac{1}{100K} \sum_{m=1}^{100} \sum_{k=1}^{5} (\xi_k - \hat{\xi}_k^m)^2 \tag{70} $$

where $\hat{\xi}_k^m$ denotes the estimate of $\xi_k$ in the $m$th trial. Herein, $\xi_k$ is $\theta_k$ or $\phi_k$.

Because the proposed method cannot process complex-valued data, the real and imaginary parts of the data are separated, and then these two parts are restored individually. After obtaining the recovered real and imaginary parts, the restored $\hat{X}$ is obtained by combining these two parts.

Fig. 10 shows the estimation performance when the SNR of GMM noise varies from 0 dB to 30 dB. “Full data” means that $X$ is utilized to estimate $\{\theta_k\}$ and $\{\phi_k\}$ by PARAFAC. For each of the remaining methods, it first estimates $\hat{X}$ based on incomplete $X_\Omega = X \odot \Omega$ by tensor completion, and then uses $\hat{X}$ to estimate $\{\theta_k\}$ and $\{\phi_k\}$ by PARAFAC. It can be seen that
our method and $\ell_{p,\epsilon}$-PARAFAC have better performance than the other three methods since APGL-TC, FP-LRTC and HaLRTC are not designed for outliers. Moreover, ADMM-$\ell_{p,\epsilon}$-RTRC outperforms $\ell_{p,\epsilon}$-PARAFAC. Note that both the proposed method and $\ell_{p,\epsilon}$-PARAFAC is even superior to the “full data” scheme because they can remove the outliers when constructing $\mathcal{X}$.

VII. CONCLUSION

In this paper, we devise the $\ell_{p,\epsilon}$-norm to replace $\ell_{p}$-norm for resisting outliers. Then we reformulate the robust tensor completion problem by using TR rank and $\ell_{p,\epsilon}$-norm. To solve RLR, two algorithms are developed. The first one adopts GD which has a low computational complexity. In the second method, we utilize ADMM to solve the $\ell_{p,\epsilon}$-RLR problem, yielding a fast convergence rate. It is shown that our methods outperform the algorithms based on $\ell_{p}$-norm to solve RLR. Simulations and experiments based on real-world and synthetic data demonstrate that the proposed robust tensor completion approach is superior to TCR, FaLRTC, SiLRTC, APGL-TC, FP-LRTC, HaLRTC, $\ell_{p,\epsilon}$-PARAFAC and IR-t-SVD in terms of outlier-robustness.

Although the two algorithms are designed for RLR, only ADMM-$\ell_{p,\epsilon}$-norm is utilized to solve the robust tensor completion problem. In tensor completion problem, GD-$\ell_{p,\epsilon}$-norm may occur oscillation rather than convergence. The reason is that the large size of tensor can result in enormous magnitude of the gradient in GD-$\ell_{p,\epsilon}$-norm. The recovery accuracy is quite sensitive to the step-size. Yet the aforementioned methods for step-size selection cannot solve this issue. Therefore, a future work is to appropriately determine the step-size of the GD-$\ell_{p,\epsilon}$-norm in each iteration.
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