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Abstract—With the wide deployment of digital image capturing equipment, the need of denoising to produce a crystal clear image from noisy capture environment has become indispensable. In this article, a novel type-2 fuzzy-based filter is proposed for denoising images corrupted by impulse noise, especially for the high density of salt-and-pepper noise. It operates two stages, namely, type-2 fuzzy identifier and matrix completion denoiser. In the proposed method, the type-2 fuzzy identifier is first employed to identify and trim the entries contaminated by impulse noise in the data matrix from fuzzy system. Then, the trimmed data matrix is utilized to retrieve the noiseless data matrix with the matrix completion technology. Herein, a novel matrix completion technique is developed without a priori rank information compared to its counterparts. Simulation results are presented, which vividly show the denoised images obtained by the proposed method can achieve crystal clear image with strong structural integrity, and are showing good performance in terms of peak signal-to-noise ratio.

Index Terms—Gaussian noise, image denoising, matrix completion, salt-and-pepper noise, type-2 fuzzy identifier.

I. INTRODUCTION

Image denoising, as one of the most fundamental and important tasks in image processing, has spurred on-going interests in machine learning and computer vision [1]. It is because the natural image is inevitably corrupted by impulse noise during phases of acquisition and transmission, such as electrical conditions, light intensity, and imperfection in imaging sensors. They are the major sources of this noise degrading the image quality in the subsequent image processing applications, including object segmentation, edge detection, feature extraction [2], [3], and to name just a few.

The tradeoff between suppressing the noise and preserving the sharpness of edge and detail information, is the objective of noise removal. In the weighted nuclear norm minimization (WNNE) algorithm [4], the low-rank regularization is enforced to reconstruct the latent structure of the noisy patch matrix. However, it only considers the nonlocal self-similarity property of the noise corrupted image, which makes it difficult to denoise the image from the noisy observation alone.

The nonlinear filtering techniques, including standard median filter (MF) [5], center weight median filter (CWMF) [6], adaptive weighted median filter (AWMF) [7], and truncated median filter (TMF) [8], have been demonstrated to be superior to linear filtering (moving average) in suppressing impulse noise. However, the median filter tends to blur fine details and destroy edges while removing out the impulse noise.

The success of fuzzy techniques spurs numerous researchers to study fuzzy filters for image denoising [9], and the underlying reason is that the extra degree of fuzziness provides a more efficient way of handling uncertainty, which is inevitably encountered in noisy environment. These fuzzy filters, such as FIRE filter [10], weighted fuzzy mean filter [11], and fuzzy c-means clustering filter (FRFCM) [12], are able to outperform rank-order filter schemes, e.g., median filters. Nevertheless, the drawbacks of them rely on many external parameters heuristically determined by the users, including noise density and pixel weighting factors, that are not consistent to give satisfactory result for different noise levels. Moreover, it is hard to determine the optimal set of parameters. To address that, an adaptive type-2 fuzzy filter in [13] (which here is referred to as type-2 fuzzy) with a combination of type-1 fuzzy set, is proposed to eliminate the problems of fuzzy rule base matrix formation, fuzzification, and defuzzification. It seems that during denoising the bad pixels, however, the assignment of weight to good pixels in filtering window using inverse distance weighting function is vulnerable to small perturbation (e.g., Gaussian noise) to preserve the image details. In addition, type-2 fuzzy also succeed to be used in image edge detection [3], [14] with promising performance.

In this article, to overcome the aforementioned problems, codesign for image denoising between type-2 fuzzy identifier and matrix completion denoiser is developed, which is a two-steps approach—the first step involves the detection of pixels corrupted by impulse noise, followed by the second step of denoising those pixels. In the type-2 fuzzy identifier, bad pixels are detected and trimmed, which results in the problem of matrix completion. Then, a novel matrix completion technique without a priori knowledge of rank information in second step is devised to denoise images. This article makes notable contributions summarized as follows:

1) To the best of our knowledge, a pioneering idea is proposed by combining the matrix completion technique with type-2 fuzzy identifier. On the basis of type-2 fuzzy set with membership function, it is modified to identify and trim the pixels contaminated by impulse noise, which leads to solving the matrix completion problem. Therefore, based on the general framework, a family of matrix completion-based methods can be exploited, where the concept of matrix completion is commonly used in the application of image inpainting instead of image denoising.

2) A novel matrix completion approach is devised to involve in image denoising, where its parameter tuning-free property outperforms the existing matrix completion-based methods with predefined rank.

3) The proposed method not only works well on high density of salt-and-pepper noise, but also can successfully denoise the mixed noises, namely, salt-and-pepper and Gaussian noises. Simulation results verify the effectiveness of the proposed method.
II. PROPOSED METHOD

Consider a noisy grayscale image $M$ of size $n_1 \times n_2$ contaminated with additive noise. $M_{ij}$ represents the luminance value of pixel at location $(i, j)$, where $1 \leq i \leq n_1$ and $1 \leq j \leq n_2$ denote the row and column indices, respectively. The proposed method is composed of two-step operations, namely, a type-2 fuzzy identifier and a matrix completion denoiser.

A. Type-2 Fuzzy Identifier

For each pixel $M_{ij}$ at location $(i, j)$ in the image, let a neighborhood region $[W_H]_{ij} \in \mathbb{R}^{(2H+1) \times (2H+1)}$ denote the group of pixels contained in a filtering window centered at location $(i, j)$ of the noisy image, defined as follows:

$$[W_H]_{ij} = M_{(i+p,j+q)}, \; (p,q) \in \{-H,\ldots,H\}$$

where $H$ is the window half-size parameter.

The type-2 fuzzy sets and systems, characterized by the fuzzy membership functions (MFs), namely, primary and secondary MFs, have been proved that their extra degrees of fuzziness provide a powerful tool to handle those inevitably encountered uncertainties in noisy environments [15], [16]. Motivated by that, the Gaussian membership function (GMF) is introduced as follows:

$$m_M(M_{ij}) = e^{-((M_{ij}-\mu_{ij}(H,x))^2)/(2\sigma_{ij}(H,x))^2}$$

where $M$ denotes a fuzzy set characterized by GMF. Here, the parameters $\mu_{ij}(H,x)$ and $\sigma_{ij}(H,x)$ for GMF are defined as $\mu_{ij}(H,x) = K_{\chi}([W_H]_{ij})$ and $\sigma_{ij}(H,x) = K_{\chi}([A_{H}]_{ij}), \chi = 1, \ldots, h$, respectively. $K_{\chi}(\cdot)$ stands for the mean of $k$-middle, also known as $\alpha$-trimmed mean, defined as [13], [17]

$$K_{\chi}(S) = \begin{cases} \frac{1}{2h+1} \sum_{h-k+1}^{h+k-1} s_t, & \text{if } D \text{ is odd } (D = 2h+1) \\ \frac{1}{h} \sum_{h-k}^{h+k-1} s_t, & \text{if } D \text{ is even } (D = 2h) \end{cases}$$

where $s_t$ is the $t$th element in set $S = \{s_1, \ldots, s_{2h+1}\}$, $h$ is the length of the filter window, and $[A_{H}]_{ij}$ is computed by the absolute deviation between $s_t$ and $\mu = \frac{1}{2h} \sum_{1 \leq \chi \leq h} m_{ij}(H,x)$. On that basis, the type-2 fuzzy identifier is defined as follows:

$$\theta(M_{ij}) = \begin{cases} M_{ij}, & \text{if } K_{\chi}([s_t - \mu]) \geq T \\ 0, & \text{otherwise} \end{cases}$$

where $T$ is a thresholding parameter based on the Gaussian membership values of the set $S$ [12].

Then, the novel data matrix with missing entries (bad pixels) is reconstructed as follows:

$$M_\Omega := \begin{bmatrix} \theta(M_{11}) & \cdots & \theta(M_{1n_2}) \\ \vdots & \ddots & \vdots \\ \theta(M_{n_11}) & \cdots & \theta(M_{n_1n_2}) \end{bmatrix}.$$ (5)

The task is transformed to complete the matrix $M_\Omega$ from noisy measurements. Therefore, a family of matrix completion techniques can be utilized, but most of them are based on the ideal assumption of known rank information, which is in general impractical. Next, to overcome that, a novel matrix completion method is proposed without a priori rank information.

B. Matrix Completion Denoiser

Consider the matrix $M \in \mathbb{R}^{n_1 \times n_2}$ of rank $r$, whose compact singular value decomposition (SVD) is given by $M = U\Sigma V^T = \sum_{i\in\mathbb{N}_2^+} \sigma_i(M)u_i v_i^T$ with column and row subspaces, respectively, denoted as $U$ and $V$, spanned by the sets $\{u_i \in \mathbb{R}^{n_1 \times 1}\}_{i \in \mathbb{N}_2^+}$ and $\{v_i \in \mathbb{R}^{n_2 \times 1}\}_{i \in \mathbb{N}_2^+}$, respectively. Let $M_\Omega \in \mathbb{R}^{n_1 \times n_2}$ be a matrix with missing entries (bad pixels), where $\Omega$ is a subset of the complete set of entries $[n_1] \times [n_2]$ with $[n]$ being the list $\{1, \ldots, n\}$. Throughout this article, the subscript $(\cdot)_\Omega$ represents the projection on the known entries. The $(i,j)$ entry of $M_\Omega$, denoted by $[M_\Omega]_{ij}$, can be written as follows:

$$[M_\Omega]_{ij} = \begin{cases} M_{ij}, & \text{if } (i,j) \in \Omega \\ 0, & \text{otherwise.} \end{cases}$$ (6)

The task of matrix completion is to find a matrix $X \in \mathbb{R}^{n_1 \times n_2}$ given incomplete observation $M_\Omega$ by incorporating the low-rank information. Mathematically, it is formulated as a rank minimization problem

$$\min_X ||X||_2 \quad \text{s.t. } [X]_{ij} = [M]_{ij}, \; (i,j) \in \Omega.$$ (7)

Unfortunately, the rank minimization problem is NP-hard in general since the rank is highly discrete and nonconvex. To handle this issue, nuclear norm minimization is proposed to relax rank minimization [18], which is analogous to the strategy of approximation of $\ell_1$-norm replaced by $\ell_1$-norm in compressed sensing [19]. Therefore, it results in a nuclear norm optimization problem

$$\min_X \|X\|_F \quad \text{s.t. } [X]_{ij} = [M]_{ij}, \; (i,j) \in \Omega.$$ (8)

where $\|X\|_F := \sum_{i,j} \sigma_i$ denotes the nuclear norm of matrix $X$. Numerous state-of-the-art approaches have been proposed to deal with the nuclear norm optimization in (8). Nevertheless, most of them require the rank information and full SVD operation. It is impractical to know a priori rank information. Moreover, the full SVD operation will result in a demanding computational complexity. To save the computational burden without SVD operation, matrix factorization has been exploited, corresponding to the following optimization problem [20]:

$$\min_{U,V} \|M_\Omega - (UV)_\Omega\|_F^2.$$ (9)

where $U \in \mathbb{R}^{n_1 \times r}$ and $V \in \mathbb{R}^{r \times n_2}$ with $r$ being the rank of target matrix. Nevertheless, (9) is difficult to address because of its nonconvexity. One may solve the problem (9) in an iterative manner as a biconvex problem, $U$ and $V$ are alternately minimized as follows:

$$\begin{bmatrix} V^{t+1} = \arg \min_U \|M_\Omega - (UV)^T\Omega\|_F^2 \\ U^{t+1} = \arg \min_V \|M_\Omega - (U^{t+1}V^T)_\Omega\|_F^2 \end{bmatrix}.$$ (10)

Then, the target matrix can be computed by $M = U^{t+1}V^{t+1}$ after determining $U$ and $V$, which is due to the fact that the low-rank property of $X$ is automatically fulfilled with a priori rank in each iteration. Motivated by that, we devise a simple but efficient matrix completion method based on $\ell_2$-norm, where the $\ell_2$-norm of matrix $E$ is defined as $\|E\|_2^2 = \sum_{i,j} \|E_{ij}\|^2$, $(i,j) \in \Omega$. At first, we consider that a decision matrix $X$ is decomposed as a summation of a set of rank-one
matrices, that is

$$X = \sum_{\ell=1}^{q} X_\ell.$$  

(11)

where $X_\ell = u_\ell v_\ell^T$. Combining with (11) and (9) is equivalently transformed into

$$\min_X \left\| M_\Omega - \left( \sum_{\ell=1}^{q} X_\ell \right) \right\|_2^2.$$  

(12)

To be more specific, it results in

$$\tilde{G} : \min_{u, v} \left\| M_\Omega - \left( \sum_{\ell=1}^{q} u_\ell v_\ell^T \right) \right\|_2^2, \quad (i, j) \in \Omega.$$  

(13)

Let us define the block $\mathbf{Y} := (Y_1, \ldots, Y_{2q}) = ((u_\ell)^T, (v_\ell)^T)_{\ell=1}^{q}$. From the analysis in [21], block coordinate descent (BCD) method can converge to a critical point when the following conditions are satisfied:

$$\tilde{G}_i \left( Y_i^q \right| Y_{i-1}^{q-1} \right) = \tilde{G} \left( Y_i^q \right| Y_{i-1}^{q-1} \right)$$  

(14)

$$\tilde{G}_i \left( Y_i^q \right| Y_{-i} \right) \leq \tilde{G} \left( Y_i^q \right| Y_{-i} \right), \forall Y_{-i}$$  

(15)

$$\nabla \tilde{G}_i \left( Y_i^q \right| Y_{i-1}^{q-1} \right) = \nabla \tilde{G} \left( Y_i^q \right| Y_{i-1}^{q-1} \right)$$  

(16)

$$\tilde{G}_i \left( Y_i^q \right| Y_{i-1}^{q-1} \right)$$  

is continuous in $Y_i$.  

(17)

where $\tilde{G}(\{u_\ell\}_{\ell=1}^{q}, \{v_\ell\}_{\ell=1}^{q})$ is the surrogate function of $G(\{u_\ell\}_{\ell=1}^{q}, \{v_\ell\}_{\ell=1}^{q})$. Following the rational of BCD method, we define the surrogate function as:

$$\hat{G} : \min_{u_q, v_q} \left\| R_q - [u_q v_q^T] \right\|_2^2, \quad (i, j) \in \Omega.$$  

(18)

for each $q$th iteration, where $R_q := M_\Omega - \left( \sum_{\ell=1}^{q-1} u_\ell v_\ell^T \right)_\Omega$ with $q \geq 2$ and $R_1 = M_\Omega$. For each $Y_i, i = 1, \ldots, 2q$, it is easy to observe that the least squares (LS) problem in (18) is convex when the others
are fixed. Therefore, the conditions from (14) to (17) are satisfied. At the \( t \)th iteration, variable \( \Upsilon_{t} \), \( t = 1, \ldots, 2q \), is updated by solving the following problem:

\[
\Upsilon_{t} = \arg \min_{\Upsilon_t} \tilde{G}_i \left( \Upsilon_t | \Upsilon_{t-1} \right)
\]

with respect to block variable \( \Upsilon_{t} \), and \( \Upsilon_{t-1} \) represents the rest of the variables obtained at the \((t - 1)\)th iteration except for \( \Upsilon_{t} \). Instead of optimizing the original objective function, we alternatively optimize a surrogate function \( \tilde{G}_i (\Upsilon_t | \Upsilon_{t-1}) \), which satisfies certain requirements such that the original problem can be easily tackled.

Toward this end, we utilize the greedy pursuit manner to search for the best rank-one basis matrix of the current residual \( R_q \) and the iteratively reweighted least squares (IRLS) method [22] is employed to tackle the problem (18) in a BCD manner [21]. To be specific, based on the rationale of alternating minimization, we fix variable \( v \) and then optimize \( u \), resulting in

\[
u_{t} = \arg \min_{u_{t}} \left\| R_q - \left[ u_{t}(v_{t-1})^T \right]_{ij} \right\|_2^2, \quad (i,j) \in \Omega.
\]

Support that \( r_i \) and \( u_i \) are the \( i \)th row of \( R_q \) and \( i \)th entry of \( u_q \), respectively. As \( \{r_i\}_{i=1}^{n} \) are independent for each \( u_i \), (20) is equivalent
to tackling the following \( n_1 \) independent subproblems:

\[
u_i^f = \arg \min_{u_i} ||r_i - u_i(\tilde{v}_i^{f-1})^T||_2^2, (i,j) \in \Omega. \tag{21}
\]

Since \( R_q = M_q \) and \( r_i = [R_q]_i \) is the \( i \)th row of \( R_q \), it is easily observed that the residual error in (21) is only affected by all non-zero elements in \( r_i \) and \( u_i(\tilde{v}_i^{f-1})^T \). Therefore, (21) is further simplified as follows:

\[
u_i^f = \arg \min_{u_i} ||\tilde{F}_i - u_i(\tilde{v}_i^{f-1})^T||_2^2 \tag{22}
\]

where \( \tilde{F}_i \) and \( \tilde{v}_i^{f-1} \) stand for the \( r_i \) and \( v_i^{f-1} \) with nonzero entries inside, respectively. The problem (22) is easily handled as it is a LS problem. To guarantee the solution of (22) to perform good performance, IRLS is utilized, which can provide global convergence. In the optimization problem of IRLS, it addresses a weighted LS problem as follows:

\[
(v_i^f)^{t+1} = \arg \min_{v_i} \sum_{j=1}^{\max(\delta, |(\tilde{F}_j - (u_i^f)^T\tilde{v}_i^{f-1})|)} ||(\tilde{F}_j - (u_i^f)^T\tilde{v}_i^{f-1})||_2^2, (i,j) \in \Omega \tag{23}
\]

where \( \delta = 1/(\max(\delta, |(\tilde{F}_j - (u_i^f)^T\tilde{v}_i^{f-1})|)) \) is the \( i \)th element of \( \omega^f \), and \( (u_i^f)^T \) is initialized at \( (u_i^0)^T = (\tilde{v}_i^{f-1})^T/((\tilde{v}_i^{f-1})^T\tilde{v}_i^{f-1}) \). Thus, \( \delta \) is a small regularization value, e.g., \( 10^{-3} \), to avoid dividing by zero. Toward this end, the solution of block \( \{u_i^f\}_{i=1}^{r} \) has been achieved.

Taking in similar manner, we update \( v \) by fixing \( u \):

\[
v_q^f = \arg \min_{v_q} ||\tilde{R}_q - [u_i^f \tilde{v}_i^{f-1}]||_2^2, (i,j) \in \Omega. \tag{24}
\]

Then, we have its simplified version with non-zeros, namely

\[
(v_q^f)^{t+1} = \arg \min_{v_q} \sum_{j=1}^{\max(\delta, |(\tilde{F}_j - (u_i^f)^T\tilde{v}_i^{f-1})|)} ||(\tilde{F}_j - (u_i^f)^T\tilde{v}_i^{f-1})||_2^2, (i,j) \in \Omega \tag{25}
\]

where \( \tilde{F}_j \) and \( \tilde{u}_j^f \) denote the \( j \)th column of \( \tilde{R}_q \) and \( u_j^f \) after removing missing entries, respectively.

### III. Simulations

In this section, the denoising performance of the proposed method is investigated in terms of peak signal-to-noise ratio (PSNR) [23], to provide quality evaluation. The six standard grayscale images with different sizes, including Windows (508 × 481), Pillars (300 × 300), Peppers (317 × 316), Mountains (500 × 400), Woman (817 × 817) and Building (1080 × 1080). For each test image, we perform the experiments for different levels of corruption by salt-and-pepper noise, from 10% to 90% with scale of 10%. Our simulations are performed using MATLAB R2015b on a system with 3.40 GHz Intel core i7 CPU and 4 GB RAM, under a 64-bit Windows 7 operating system.

In the first experiment, we examine the denoising performance of the proposed method with comparison to the state-of-the-art fuzzy filters FRFCM [12] and type-2 fuzzy [13], and well-known image denoisers WNNM [4], as shown in Fig. 1. The density of salt-and-pepper noise is 0.65. From Fig. 1, it is observed that the proposed method achieves the highest PSNR on six test images and is superior to the compared approaches in the cases of test images with strong structural integrity. In Table I, the quantitative results of MF [5], TMF [8], AWMF [7], WNNM [4], FRFCM [12], and Type-2 Fuzzy [13] are compared with the proposed method, where the salt-and-pepper noise level is varied from 10% to 90%. For comparative analysis, the proposed method and type-2 fuzzy method are more effective to eliminate the noise and both of them provide higher PSNR than others. Thus, the Type-2 Fuzzy method performs better at low level of salt-and-pepper noise, however, it is inferior to the proposed method with high density of salt-and-pepper noise.

To further demonstrate the effectiveness of the proposed method, noise removal in mixed noises, namely, salt-and-pepper and Gaussian noises, is investigated for image denoising, where the Gaussian noise is distributed with zero mean and variance of 0.05. The results of three different ratios of salt-and-pepper noise, viz. 20%, 50%, and 80%, are presented in Table II. In the case of mixed noises even with Gaussian noise mean as low as 0.05, the denoising performance of the type-2 fuzzy filter degrades significantly in terms of PSNR. It makes sense because the rationale of type-2 fuzzy filter is that good retained pixels are utilized to weight to bad pixels. Nevertheless, in the mixed noises, those “good” pixels are corrupted by Gaussian noise. In addition, the proposed method outperforms the type-2 fuzzy filter at around 6 dB for images with strong structural integrity, and at approximately 3 dB for other test images.

### IV. Conclusion

In this article, a new and effective image denoising approach was proposed with the combination of type-2 fuzzy identifier and matrix completion denoiser. With the help of type-2 fuzzy identifier, bad pixels were identified and trimmed, leading to an incomplete matrix with missing entries. Then, a novel matrix completion technique without \( a \) priori rank information is developed as the denoiser. Compared with the state-of-the-art fuzzy filters, the proposed method achieves the best denoising performance on test images with strong structural integrity, and more superior PSNR than others for high density of salt-and-pepper noise. What is more, the proposed method also enjoys satisfactory denoising performance in the mixed noises. For the future study, however, the design of more computationally efficient matrix completion denoiser merits further investigation.
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<table>
<thead>
<tr>
<th>Image</th>
<th>Density</th>
<th>Type-2 Fuzzy</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows</td>
<td>20%</td>
<td>18.02</td>
<td>24.05</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>16.24</td>
<td>23.95</td>
</tr>
<tr>
<td></td>
<td>80%</td>
<td>14.84</td>
<td>21.86</td>
</tr>
<tr>
<td>Pillars</td>
<td>20%</td>
<td>15.70</td>
<td>21.30</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>15.39</td>
<td>20.28</td>
</tr>
<tr>
<td></td>
<td>80%</td>
<td>14.86</td>
<td>17.48</td>
</tr>
<tr>
<td>Peppers</td>
<td>20%</td>
<td>16.61</td>
<td>20.01</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>16.15</td>
<td>19.86</td>
</tr>
<tr>
<td></td>
<td>80%</td>
<td>15.34</td>
<td>18.29</td>
</tr>
<tr>
<td>Mountains</td>
<td>20%</td>
<td>16.20</td>
<td>20.40</td>
</tr>
<tr>
<td></td>
<td>80%</td>
<td>15.08</td>
<td>19.43</td>
</tr>
<tr>
<td>Woman</td>
<td>20%</td>
<td>16.44</td>
<td>19.20</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>15.91</td>
<td>19.16</td>
</tr>
<tr>
<td></td>
<td>80%</td>
<td>14.96</td>
<td>17.88</td>
</tr>
<tr>
<td>Building</td>
<td>20%</td>
<td>15.36</td>
<td>17.53</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>15.33</td>
<td>17.23</td>
</tr>
<tr>
<td></td>
<td>80%</td>
<td>14.36</td>
<td>16.12</td>
</tr>
</tbody>
</table>
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